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Abstract and Keywords

It is almost a decade since the article “Computational Social Science” was published in Science (Lazer et al., 2009). That article advocated for computational social science as a promising new arrow in the quiver for understanding and enabling social systems. The chapters in this section, and indeed in this book, are a testament to the decade-long trajectory of this movement. The chapters in this section also provide an opportunity to reflect on how computational social science can motivate the development of theories, data, and methods to advance understanding of current and emerging forms of communication and organizational dynamics. This chapter reviews some of the progress made on these dimensions and points to chapters in the section that serve as exemplars.
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1. Can Computational Social Science Motivate the Development of Theories of Communication and Organizational Dynamics?

The advancement of organizational dynamics and communication theory is the most important benchmark by which the long-term impact of a new intellectual approach is evaluated here. In this section I outline four ways that computational social science is motivating developments that (1) test existing theories at scale; (2) extend existing theories to offer more nuanced insights; (3) generate new theories about existing (p. 114) phenomena by the inclusion and juxtaposition of concepts for which data were either unavailable or
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In its early stages, researchers were able to showcase the potential of computational social science to help test existing theories “at scale.” For instance, one of the best-known claims in network theory is that diverse social network ties provide individuals (and aggregates of individuals) greater access to social and economic opportunities (Burt, 2009). However, until the past decade these theories could only be empirically tested on relatively small networks, often made up of individuals within a single organization. These studies generated compelling evidence that organizational members who spanned “structural holes,” by connecting with others who were not directly connected, performed better than those who did not. Spanning structural holes gave those individuals access to social and economic opportunities for advancement. However, these ideas remained largely untested at the population level until a study conducted by Eagle and his colleagues (2010). Analyzing the call graph (network of who called whom on the phone) for the United Kingdom, they were able to demonstrate that individuals who had phone conversations with others who were not directly calling each other (e.g., those spanning structural holes) were more likely to reside in regions of higher social economic status. While the study left open the causal direction of this association—whether spanning structural holes leads to higher social economic status or vice versa—it provided an early example of how computational social science could be used to test existing theories at scale. The chapter by Benefield and Shen in this handbook utilizes the massively multiplayer online game (MMOG) EverQuest II to test several existing theories about gender roles and stereotypes. The chapter by Spiro in this handbook tests theories of social convergence that describe the coalescing of attention and people in the event of a crisis. These were previously used primarily to study offline behavior, but they show that support for the theory is even more accentuated online. One of the theories that Hill and Shaw invoke in their chapter in this handbook is the well-established theory of the diffusion of innovation. They discuss how it is being used to study the diffusion of collaborative practices across peer production websites. In addition, they draw upon organizational population ecology theory, which posits that the fate of organizations is in large part determined not by what occurs inside them but by their position within the environment, including, for example, the carrying capacity of the niche they occupy. In his chapter in this handbook, Weber also builds on an ecology perspective but focuses on the community level, which posits that the fate of a population of organizations (in his case the traditional newspaper industry) is in large part determined by the community of industries in which they are embedded.

More recently, Aral and Nicolaides (2017) show how computational social science can be used not just to test existing theories but also to advance them by adding more nuance. Using data collected from over a million individuals over the course of five years, they showed that individuals’ exercise patterns were indeed influenced by those of others in their social networks, as predicted by theories of social contagion. More important, they were able to extend our understanding of the mechanisms by which social contagion operates. Prior research had argued that social contagion occurs as a result of the person
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potentially being influenced by engaging in social comparison processes (Festinger, 1954) with the potential influencer. Aral and Nicolaides (2017) showed that individuals’ social comparison processes led them to be more likely to engage in exercise activity to stay ahead of those slightly less active than they were, as compared to those who were slightly more active. The chapter by Benefield and Shen in this handbook explores how mentoring is impacted by mentors who are gender swappers. Gender swapping is by no means a new phenomenon; consider its deployment in no less than five of Shakespeare’s plays. But Benefield and Shen showcase how digital trace data can offer new nuanced insights—especially about phenomena that are hard to observe (literally).

In addition to testing at scale and advancing existing theories, computational social science also has demonstrated the potential to unleash new theories that draw on explanatory variables and concepts that require leveraging and juxtaposing diverse data sources that were heretofore unavailable or impractical. One novel source of data, until recently unavailable, that shows considerable promise is functional magnetic resonance imaging (fMRI), which measures an individual’s brain activity by detecting changes associated with blood flow. The approach is premised on the fact that cerebral blood flow reflects neuronal activation. For example, a recent study found that individuals whose friends were friends with each other were less likely to experience social exclusion (as measured by their fMRI) than individuals whose friends were less likely to be friends with each other (Schmälzle et al., 2017). Preliminary results from studies such as these hint at the prospect of building physiologically based, or at least physiologically informed, theories to explain the antecedents and outcomes of social networks. The power of gaining new insights by juxtaposing diverse disparate data led noted computer scientist Jim Hendler to herald the move away from big data to “broad” data (Hendler, 2013). The chapter by Spiro in this handbook describes the opportunities in government emergency response plans to link social media data posts by organizational entities with organizational-level features. In his chapter, Weber describes how he juxtaposed data from the Internet Archives with data from the Editor and Publisher Yearbook, as well as interviews, to turbocharge the explanatory power of theories of community ecology to explain the dynamics of change in the newspaper industry.

While access to fMRI data was until recently unavailable, other sources of data were available in principle but were impractical to encode at scale. One such example is the coding of group interaction data in a way that includes details about which individual is directing remarks to which other individual(s) in the group. Encoding these interactions requires painstakingly careful attention to various nonverbal cues such as eye gaze, body posture, and conversational distance. Today, thanks to advances in the capture of high-resolution video data and machine learning algorithms, we are able to automate the detection and use of nonverbal cues as a way of accurately determining which member(s) in the group were the senders and the intended recipients of interactions within the group (Mathur, Poole, Peña-Mora, Hasegawa-Johnson, & Contractor, 2012). The availability of these “big data from little teams” (Carter, Asencio, Wax, DeChurch, & Contractor, 2015) is leading to the development of new theories about how organizing in groups can be characterized by sequential structural signatures and to what extent the prevalence of
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Distinct sequential structural signatures of interactions are systematically associated with how groups perform (Foucault Welles et al., 2014; Leenders, Contractor, & DeChurch, 2016; Schecter, Pilny, Leung, Poole, & Contractor, 2017).

In addition to testing, advancing, and developing new theories about extant phenomena, computational social science also has the promise of advancing our theoretical understanding of new phenomena. Many of the same digital forces that have propelled the emergence of computational social science as a promising mode of intellectual inquiry have inspired not only the “effervescence of collective behavior” (Gonzalez-Bailon, 2017) but also the emergence of disruptive novel forms of organizing such as peer production (Benkler, Shaw, & Hill, 2015; Hendler, Hall, & Contractor, 2018) and flash organizations (Valentine et al., 2017). These novel, agile, and often ephemeral forms of organizing are in turn inviting the development of a new generation of technologies to assemble (Asencio et al., 2015) and enable (Zhou, Valentine, & Bernstein, 2018) teams as well as understand and theorize about what explains their effectiveness (Contractor, 2013; Wax, DeChurch, & Contractor, 2017; Mukherjee et al. 2018). The chapter by Benefield and Shen in this handbook examines pick-up groups (PUGS), which are ad hoc teams that come together temporarily (typically for a few hours) to accomplish a specific task in the MMOG EverQuest II. Likewise, the chapter by Spiro in this handbook reports on research that can inform the design of tools for disaster management that facilitate automated discovery of potential collaborators in the midst of an emergency. The discussion of peer production in the chapter by Hill and Shaw in this handbook challenges conventional notions of what constitutes a “team.” Are two individuals who contributed independently and asynchronously (say, a year apart) to a joint Wikimedia page on the same team? Will they be considered as being on a team if one commented on and/or edited another person’s contribution? Irrespective of whether or not we label them as a team, there is no argument that this is a new form of organized, coordinated activity that invites new theorizing. One of the collateral opportunities afforded by these new technologies is that they allow us to employ computational social science methods to study at very high resolution the actions and interactions of individuals during the stage at which they search, court, invite, or decline requests to form into teams—a process that has historically been invisible until after the team is formed and only if it forms. Of particular note is Hill and Shaw’s call for moving from single-platform to multiplatform studies of online platforms. These are crucial in enabling us to generate new theories about how variations in technological affordances of platforms might shape the processes and outcomes of organizing on those platforms.

To summarize, computational social science over the last decade has demonstrated its potential to help us test existing theories at scale, extend these theories to offer more nuanced insights, develop new theories made possible by the juxtaposition of data that were either unavailable or impractical to collect at scale, and develop theories about new phenomena that are gaining salience in the wake of many of the same digital advances that are fueling computational social science.
2. Can Computational Social Science Motivate the Development of New Data Collection Instruments to Study Communication and Organizational Dynamics?

The growth of computational social science would have been impossible without the windfall of digital trace data. A growing proportion of the data currently being deployed in the study of communication and organizational dynamics is drawn from the Web. And in almost all cases, the data being analyzed were not collected for research purposes. In many instances these were either server-side logs made available to researchers, often via APIs and sometimes under nondisclosure agreements (NDAs), or were scraped off the Web using scripts. All of these opportunistic data collection efforts rely on what Salganik (2017) terms ready-made data, sometimes dismissively referred to as the inhalation of digital exhaust.

Remarkable insights have been gleaned by analyzing these opportunistic data sources. Conducting network and text analytics on situation reports published daily on the Web during natural disasters made it possible to automate the generation and evaluation of the interorganizational networks engaged in disaster response—in close to real-time and without having to impose on the already busy responders (Varda, Forgette, Banks, & Contractor, 2008). The chapter by Spiro in this handbook demonstrates the theoretical and analytical strides that continue to be made by leveraging opportunistic data to study online communication from 216 official emergency management–related Twitter accounts dealing with 120 disaster declarations over the span of fifteen months. An early example of this effort was our ability to understand how individuals organized into guilds and went on quests in MMOGs such as Sony Online Entertainment’s EverQuest II (Williams, Contractor, Poole, Srivastava, & Cai, 2011) and in virtual worlds such as Second Life (Foucault Welles & Contractor, 2015). These platforms also served as ideal crucibles to understand how the next generation of leaders, often as teens, were honing their teaming and leadership skills in these virtual environments (Reeves, Malone, & O’Driscoll, 2008). The chapter by Benefield and Shen in this book offers a compelling demonstration of the utility of such data to explore the impact of gender on networks. Weber (2018) was among the first communication scholars to see the research value of not just studying the Web as it is at a certain point but using the Internet Archives as the ultimate longitudinal opportunistic data source to study the dynamics of organizational—and indeed industry—changes. And the chapter by Hill and Shaw reports on their enormous success at curating one of the most definitive data sets from a population of peer-production sites based on the Wikimedia technology. Indeed, all four chapters in this section rely creatively and heavily on repurposing opportunistic online data.

Notwithstanding the unprecedented opportunities they offer, these data also surfaced some important limitations that discourage our sole reliance on ready-made data. Recent changes in the policies of social media sites such as Facebook in closing down API access
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First to personal pages and more recently to group pages are a harbinger of what Freelon (2018) has heralded as the “post-API age” for computational research. Aside from this potential shutout from digital trace data, most server-side logs were maintained by programmers for the primary purpose of debugging their software code. Organizations, increasingly recognizing the business potential of analyzing these data, are instrumenting the logs with those objectives in mind. Developers of the aforementioned MMOGs were among the first to recognize the potential of “re-instrumenting” server logs to include logging data that could provide insights for marketing, customer retention, and game design. More recently, developers of enterprise social media platforms such as Slack, Microsoft Teams, and Jive are also seeing the potential of conducting relational analytics using carefully instrumented logs to offer insights based on their clients’ use of these platforms (Leonardi & Contractor, 2018). There is clearly an opportunity for researchers to engage closely with such platform developers in developing mutually beneficial collaborations. These collaborations will entail transferring current insights from research into, for instance, the implementation of algorithms on these platforms, but also providing the research community with the ability to purposively instrument these platforms to log digital traces that are geared to addressing research questions rather than only to help debug software or drive business goals.

These partnerships, while potentially promising, are not without risk. A collaboration can be abruptly terminated due to changes in key personnel, leadership, or ownership. In addition, the partnership will need to navigate significant intellectual property issues for the organization, and privacy issues for the users, that do not undermine the ability of the research to be published. King and Persily (2018) propose an innovative model that includes creating an entity, Social Science One (SS1), to explore a partnership between Facebook and universities brokered by the Social Science Research Council’s Social Data Initiative to conduct research on the effects of social media on democracy and elections. 

Alongside these approaches to engaging with organizations, it is also critical for the research community to innovate on the direct collection of data from participants unfettered by commercial constraints. Consider this the next generation extension of researchers designing carefully controlled experiments that relied on recruiting participants who came from primarily Western, educated, industrialized, rich, and democratic (WEIRD) populations (Henrich, 2010). Computational social scientists are increasingly relying on online platforms such as Prolific.ac and Mechanical Turk (Mason & Suri, 2012) to recruit a more egalitarian participant pool, carefully curated to minimize unfair labor practices (Semuels, 2018) and the increasing threat of bot-assisted participants or participant-assisted bots (Dreyfuss, 2018). In addition, efforts such as the development and deployment of experiments on the web-based Volunteer Science platform (Radford et al., 2016) have demonstrated the potential to not only scale up the participant pool but also engage in a concerted effort to build a community of researchers coordinating on broader questions (such as a fairer, safer, more understanding Internet, in the case of CivilServant.io) from a number of studies that can be conducted, collated, and compared across a common participant pool.
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Beyond the Web, researchers are also recognizing the value of instrumenting humans directly in order to gain further insights about communication and organizational dynamics. The sociometric badge developed by Sandy Pentland and his team at the MIT Media Lab has been used to generate a new science of how to build teams (2012). Cattuto and colleagues (2010) have demonstrated, as part of the SocioPatterns project, the use of RFID technology to track collaboration networks, for instance at interdisciplinary scientific conferences.

In summary, while computational social science was catalyzed by the ability to opportunistically analyze large tracts of digital trace (or exhaust) data, the next generation of computational social science must consider more purposive instrumentation of online environments as well as personal wearable devices and apps offering what Salganik (2017) refers to as “custom-made” data.

3. Can Computational Social Science Motivate the Development of New Methods to Study Communication and Organizational Dynamics?

It is a well-established adage that the methods we are acquainted with shape the questions we ask (Monge, 1982). The high-resolution temporal data on actions, interactions, and transactions have challenged not only our theoretical explanatory frameworks, but also the limits of our methodological tools. For instance, until the past decade, our understanding of communication and organizational network dynamics was premised on the assumption that we had panels of longitudinal network data at discrete time intervals. The methods of choice to analyze these data were, for instance, stochastic-actor-oriented models (Snijders, 2005). However, the advent of time-stamped data chronicling every single relational event between a sender and a receiver propelled the development of a new approach to modeling network dynamics: relational event models (Brandes, Lerner, & Snijders, 2009; Butts, 2008). These models (p. 120) explain the timing as well as the sender and receiver of every relational event as a conditional function of all previous relational events in the organizational context (Leenders et al., 2016; Pilny, Schecter, Poole, & Contractor, 2016). Many extant theories of organizing posit macro-emergent states as being shaped, leveraged, and aligned with microprocess mechanisms (Kozlowski & Ilgen, 2006). However, as Kozlowski (2015) notes, we have stopped short of precisely articulating, let alone testing, the temporal and sequential unfolding of these microprocess mechanisms. Relational event models provide a framework to posit these microprocess mechanisms as precise sequential structural signatures and test if the prevalence of these signatures is associated with certain emergent states. Consider the well-established body of research going back twenty-five years, relating boundary spanning in organizational teams to performance (Ancona & Caldwell, 1992). This research has generated mixed results on the impact of boundary spanning on performance (Marrone, 2010). Relational event models have the potential of taking collapsed data on boundary spanning and parsing it as a sequence of directed interactions: for instance, who spoke when with whom.
outside the team, and was it preceded or followed by an interaction within the team? Sequential structural signatures, such as these, have the potential to theoretically enrich our understanding of boundary spanning and potentially disambiguate the mixed results found in prior research. In her chapter, Spiro notes that one of the more striking results was the fact that the underlying social network among the emergency management organizations did not change during a crisis, even one that was severe. Interestingly, she has the data that will enable us to consider the possibility that while the “snapshot” structure of the network might not have changed, the sequential structure of how the network links unfolded—inferred using relational event models—might look very different in a crisis.

These sequential structural signatures are being augmented and enriched by methodological advances in text analytics. While content analysis (Krippendorf, 1980) has been a mainstay of social science research for decades, the increasing availability of text data in digital form and novel computational techniques are changing the scale and scope of our ability to utilize them as useful “telescopes” to probe human attitudes and behavior (Gonzalez-Bailon & Paltoglou, 2015). The turn of the century witnessed the development of several topic-modeling techniques such as latent semantic analysis (Dumais, 2004) and latent Dirichlet allocation (Blei, Ng, & Jordan, 2003). These were developed by computer scientists who were “much better at building powerful telescopes than at knowing where to point them” (Golder & Macy, 2014, p. 146). Meanwhile, social scientists such as Pennebaker and his colleagues (2015) developed tools such as Linguistic Inquiry and Word Count (LIWC) that were less computationally sophisticated but easier to use and interpret (they were word counts) by the social science community. For instance, these analyses revealed that leadership is closely related to the use of collective pronouns such as “we” and “us” rather than “I” or “me.” More recently there has been a move from “frequency counts” to mapping meaning. These employ vector space models (VSMs) of semantics (Turney & Pantel, 2010) that leverage a large corpus of text from locations such as Google (Le & Mikolov, 2014; Mikolov, Sutskever, Chen, Corrado, & Dean, 2013). The chapter by Spiro discusses how topic modeling can illustrate differences in the content of communication among emergency management organizations between emergency and nonemergency event days. It can also glean the differences in topics communicated between organizations representing different functional roles, thereby adding content to what was previously an interorganizational contact network.

The prevalence of large volumes of high-resolution data has also accelerated methodological developments in computational modeling of the dynamics of communication and organizational systems. When there was a dearth of dynamic empirical data, computational (and more specifically agent-based) models focused, by necessity, on developing simple, stylized models of social phenomena to explore how changes in inputs or mechanisms might impact emergent outcomes. For instance, simple computational models were able to demonstrate the plausibility of preferential attachment as a theoretical mechanism to explain the widespread prevalence of scale-free social networks (Wilensky, 2005). These were often referred to as intellective computational models (Pew & Mavor, 1998). The parameters in these computational models were often arbitrarily chosen and defended on theoretical grounds and/or resulted in emergent outcomes that were robust to modest
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Changes in the values of these parameters. Today, with the availability of temporal data, we are witnessing a surge in the development of emulative computational models (Carley & Hirshman, 2011). These much larger models seek to emulate in substantial detail the dynamic features and characteristics of a specific team or organization (Carley, 2009). They have a much larger number of parameters; in the past, the modeler would have to specify values of the parameters informed by theories or the context being modeled.

However, spurred by the availability of large amounts of dynamic empirical data, recent advances obviate the need for modelers to specify parameters. Instead we are able to leverage novel genetic algorithms and optimization techniques to empirically estimate these parameters (Stonedahl & Wilensky, 2010; Sullivan, Lungeanu, DeChurch, & Contractor, 2015; Thiele, Kurth, & Grimm, 2014). Using empirical data to estimate parameters in a computational model makes it analogous to a statistical (e.g., regression) model. This semblance has the potential to assuage the skepticism of traditional social science researchers, who have been understandably wary of deriving insights from computational models in which the specification of the parameters was (arguably) arbitrary.

The proliferation of data available on the formation and performance of millions of overlapping teams on online platforms, such as Wikipedia, Github, and Kaggle, has also motivated a renewed interest in the development of methodologies leveraging hypergraph methods that represent teams as hyperedges rather than a collection of edges that fails to preserve the team’s entitativity (Lickel, Hamilton, & Sherman, 2016). Put simply, a team of three individuals can be represented in a network by three nodes connected by three edges. However, this representation loses information about whether this is one team of three individuals or three teams of pairs of individuals. If our goal is to study why individuals assemble into teams, there is a fundamental difference between explaining why A, B, and C (a hyperedge) assembled into one team, versus A and B, A and C, and B and C pairing (as edges) into separate teams. Likewise, if our goal is to understand the impact of communication on an organizational outcome such as performance, it is fundamentally different to assess the impact of a (face-to-face or email) private interaction between A and B and another between A and C (both edges) versus a joint interaction involving A, B, and C (a hyperedge). Clearly, edges and graph theory are not the most appropriate way to analyze how collectives form and perform from a network perspective. In response we have seen advances leveraging the study of hypergraphs in which a hyperedge, unlike an edge, is not confined to connecting only two nodes (Berge, 1979; Ghasemian, Ghasemian, Zamanifar, Zamanifar, & Ghasem-Aghaee, 2017; Taramasco, Cointet, & Roth, 2010). Hypergraphs also enable us to measure the overlap between two teams that are defined as team interlocks. Team interlocks have been shown to be important predictors of the success of scientific teams (Lungeanu, Carter, DeChurch, & Contractor, 2018). While not explicitly invoking hypergraph methods, the chapter by Hill and Shaw in this handbook invokes hypergraph thinking by explaining the success (and failure) of peer production sites as well as the spread of ideas and practices across sites, based on overlapping membership across communities. More recently, there has also been an effort to extend relational event models, discussed previously, to model not just an edge (a dyadic relationship
In addition to propelling new methodological advances in areas such as relational event models, text analytics, computational agent-based models, and hypergraphs, computational social science has also invited careful re-examination of the classic approaches to research design and causal inference (Cook, Campbell, & Shadish, 2002). The excitement associated with the influx of computational social science scholarship from multiple (including non-social-science) disciplines rushing into this uncharted territory is reminiscent of what then Federal Reserve Bank chairman Alan Greenspan referred to as the “irrational exuberance” associated with the dot-com bubble in the 1990s. This excitement has to be tempered with careful reflection on how these new modes of asking and answering questions require us to “modernize—but not replace” (Salganik, 2017, p. 6) the classic approaches. For instance, we know that in large samples, \( p \)-values rapidly go toward zero, thereby impacting our traditional norms of using them to conduct tests of statistical significance. These have led, for instance, to a call for also reporting effect sizes in addition to \( p \)-values to safeguard against making intellectual claims that are statistically significant but have no “practical significance” (Lin, Lucas, & Shmueli, 2013, p. 906) or, more radically, change the default \( p \)-value from 0.05 to 0.005 (Benjamin et al., 2018).

More generally, computational social science is prompting us to reconsider the classical debates between theory driven research (TDR) and data driven research (DDR). Over the past half a century, there has been a strong preference for theory-driven research (TDR) over data-driven research (DDR) to advance our understanding of communication and organizational dynamics. Often referred to pejoratively as “dust (p. 123) bowl empiricism,” in hindsight, part of the skepticism about DDR might have been grounded in the paucity of, or the inability to procure, large numbers of independent data sets where exploratory insights from one data set could be confirmed on another. Pure DDR has been fairly criticized for asking questions driven by the availability of data. This has led to comparisons with the drunken man who looked for his keys under the lamppost, not because that was where he lost them, but because that was where it was illuminated. Indeed, given the attention focused on data collected from Twitter, the New York Times (Zimmer, 2011) asked with tongue in cheek if “Twitterology” was a new science. Unfortunately, the same can also be said for much of pure TDR. We have a propensity to ask questions that lend themselves to be addressed by leveraging existing theories: looking for answers under the proverbial theoretical lamppost. This has led to calls for “taking off the theoretical straight jacket” (Schwarz & Stensaker, 2014). Benefield and Shen’s chapter in this volume explicitly pursues a dual TDR and DDR approach. And the chapters by Hill and Shaw, Weber, and Spiro all report research using multiple methods to address the TDR-DDR cycle.

The debate between TDR and DDR has been joined by those who champion the value of phenomenon-driven research (PDR) (Schwarz & Stensaker, 2014). The importance of attempting to understand and help improve organizational phenomena was well captured in Lewin’s classic adage “nothing is quite so practical as a good theory” {Lewin, 1951, p.
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PDR is motivated by a desire to solve problems associated with real-world phenomena (Watts, 2017). Advances in digital technologies have triggered a slew of new, or at least dramatically scaled-up, organizational phenomena, leading to novel communication and organizational dynamics that need to be understood and enabled. Understanding these phenomena should not rely on existing TDR, nor should it seek to de novo generate insights solely from DDR. Instead, PDR invites a delicate iterative waltz between TDR and DDR leveraging existing theory, modifying it to better fit the data, and sometimes necessitating the development of a new, more parsimonious theory, which must then be tested with new data (Mathieu, 2016). This iterative dance is distinct from deductive or inductive inference and is referred to as abductive inference (Haig, 2005; Halas, 2011; Meyer & Lunnay, 2013; Ren et al., 2018). The data driven segment of this iterative loop lends itself well to the utilization of data mining and machine learning techniques to classify and predict certain outcomes. These approaches will benefit immensely from recent interest in the interpretability of machine learning algorithms, which seek to uncover the logic in the algorithms making the classifications and predictions (Wang, Rudin, Doshi-Velez, Liu, Klampf, & MacNeille, 2017; Vellido, Martin-Guerrero, & Lisboa, 2012). Interpretable algorithms have the potential to inform the TDR segment of this iterative loop. They will also help address an enduring debate in the social sciences about the relative merits of prediction versus explanation (Hofman, Sharma, & Watts, 2017).

A decade after the essay on computational social science in the journal Science (Lazer et al., 2009), and in part propelled by its growth, we are seeing a concerted and organized effort by journals, institutions, and funding agencies to help evolve the norms and incentives associated with social science inquiry. Journals, such as Nature Human Behavior, solicit as one form of submission a “registered report” in which methods and proposed analyses are preregistered and reviewed prior to data collection. If the review is favorable, and the research is conducted as proposed, the results are guaranteed to be published irrespective of the findings, thereby obviating the bias that, for instance, statistically significant results are three times more likely to be published than papers with null results (Dickersin, Chan, Chalmersx, Sacks, & Smith, 1987). Institutions such as the Center for Open Science are creating platforms like the Open Science Framework (https://osf.io/) to serve as “a scholarly commons to connect the entire research cycle” with the goal of promoting transparency, openness, and reproducibility (Nosek et al., 2015) By way of incentives, they award “badges” to articles for preregistering a research plan to ward off accusations of p-hacking (Simonsohn, Simmons, & Nelson, 2015) and HARKing (Kerr, 1998), as well as for making available on the platform full sets of data and the code used. Some have compared this form of accreditation to the LEED certification for environmentally designed buildings. Finally, it is therefore not surprising that many of these ideas are at the core of two major funding initiatives, Next Generation Social Science, and Ground Truth, at the US Defense Advanced Research Project Agency (DARPA) (Rogers, 2017), and The Future of Work at the Human Technology Frontier, one of the 10 “Big Ideas” initiatives at the US National Science Foundation (NSF).
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