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A fundamental assumption in the study of groups is that they are constituted by various
interaction processes that are critical to survival, success, and failure. However, there
are few methods available sophisticated enough to empirically analyze group interac-
tion. To address this issue, we present an illustration of relational event modeling
(REM). A relational event is a “discrete event generated by a social actor and directed
toward 1 or more targets” (Butts, 2008, p. 159). Because REM provides a procedure to
model relational event histories, it has the ability to figure out which patterns of group
interaction are more or less common than others. For instance, do past patterns of
interaction influence future interactions, (e.g., reciprocity), do individual attributes
make it more likely that individuals will create interactions (e.g., homophily), and do
specific contextual factors influence interaction patterns (e.g., complexity of a task)?
The current paper provides an REM tutorial from a multiteam system experiment in
which 2 teams navigated a terrain to coordinate their movement to arrive at a common
destination point. We use REM to model the dominant patterns of interactions, which
included the principle of inertia (i.e., past contacts tended to be future contacts) and
trust (i.e., group members interacted with members they trusted more) in the current
example. An online appendix that includes the example data set and source code is
available as supplemental material in order to demonstrate the utility REM, which
mainly lies in its ability to model rich, time-stamped trace data without severely
simplifying it (e.g., aggregating interactions into a panel).
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A fundamental assumption in the study of
groups is that they are constituted by various
interaction processes that are critical to sur-
vival, success, and failure. Indeed, interaction

was the first feature in DeLamater’s (1974)
notable definition of groups as the “interac-
tion between individuals, perceptions of other
members and the development of shared per-

Andrew Pilny, Department of Communication, Univer-
sity of Kentucky; Aaron Schecter, Department of Industrial
Engineering and Management Science, Northwestern Uni-
versity; Marshall Scott Poole, Department of Communica-
tion, University of Illinois; Noshir Contractor, School of
Communication, Northwestern University.

The data from this research was sponsored by the Army
Research Laboratory (ARL) and was accomplished under
Cooperative Agreements W911NF-09-2– 0053 and
W5J9CQ-12-C-0017 (the ARL Network Science CTA).

The views and conclusions contained in this document are
those of the authors and should not be interpreted as
representing the official policies, either expressed or im-
plied, of the Army Research Laboratory or the U.S. Gov-
ernment. The U.S. Government is authorized to reproduce
and distribute reprints for Government purposes notwith-
standing any copyright notation here on.

Correspondence concerning this article should be ad-
dressed to Andrew Pilny, 236 Grehan Building, Lexington,
KY 40506-0042. E-mail: andy.pilny@uky.edu

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

Group Dynamics: Theory, Research, and Practice © 2016 American Psychological Association
2016, Vol. 20, No. 3, 181–195 1089-2699/16/$12.00 http://dx.doi.org/10.1037/gdn0000042

181

http://dx.doi.org/10.1037/gdn0000042.supp
mailto:andy.pilny@uky.edu
http://dx.doi.org/10.1037/gdn0000042


ceptions, the development of affective ties,
and the development of interdependence or
roles” (p. 39). Moreover, classical theoretical
works such as Bale’s (1950) interaction pro-
cess model and Scheidel and Crowell’s
(1964) spiral model of group development
both emphasize the intricate dynamics of
group interaction processes and how they in-
fluence group outcomes. As such, if “tempo-
ral patterns of interaction are central to the
study of groups, then to understand groups
fully, it is important to have methods for
characterizing and testing theories of group
interaction” (Hewes & Poole, 2012, p. 358).

As the word process implies, there is a contin-
uous, developmental, and unfolding spirit to pro-
cess, one that deviates from static, cross-sectional,
and snapshot approaches. For instance, when
groups make decisions, manage conflict, or sim-
ply communicate with one another, they are en-
gaging in series of ongoing events and changes
that occur continuously over time (Rescher,
1996). As such, to better capture this trend, we
follow Mathieu, Marks, and Zaccaro (2001) and
define group interaction processes as “members’
interdependent acts that convert inputs to out-
comes through cognitive, verbal, and behavioral
activities directed toward organizing taskwork to
achieve collective goals” (p. 357). That is, when
groups act, their interdependent acts (i.e., pro-
cesses) are influenced by a variety of factors
brought into the group (i.e., input). Typical inter-
action processes include communication, coordi-
nation, and conflict management (Williams &
Mahan, 2006). When groups engage in various
processes, an output is generated, for better or for
worse (e.g., performance outcomes, perceptions,
affective ties, roles, etc.).

However, because group process inherently
brings time into the equation, this poses a dilemma
regarding: (a) appropriate ways to measure the
nuanced concept; and (b) what methods can be
used to analyze them. For instance, a large amount
of measured group processes are arguably not
processes, instead better conceptualized as emer-
gent states (Mathieu et al., 2001), better known as
attributes or properties of groups that were, per-
haps, themselves influenced by various interaction
processes. Emergent states are often measured
through gauging group members’ perceptions via
a survey. For instance, when collective efficacy is
hypothesized to influence group performance
(Bandura, 1997), there is an implicit assumption

that collective efficacy should be conceived of as
a process that leads to high group performance;
when in fact, collective efficacy may simply be an
output of various ongoing interactions among
group members. Thus, when processes are mea-
sured as emergent states, researchers neglect the
actual fine-grained interdependent acts occurring
over time that make up the heart of group inter-
action processes.

A second problem regarding the study of
group interaction processes is method. Most
methods used to study process are based on
variance theory, which simply analyzes the
relationship between a set of independent and
dependent variables (Poole, 2012; Mohr,
1982). Such a method, even with longitudinal
extensions, may not be sufficiently nuanced
enough to capture how a series of interdepen-
dent interactions produce some sort of out-
come. Indeed, traditional methods under the
guise of variance theory make limiting as-
sumptions about the nature of social reality,
what Abbott (1988) referred to as general
linear reality. General linear reality neglects
sequential processes because it assumes
“the social world consists of fixed entities (the
units of analysis) that have attributes (the
variables)” and “interact, in causal or actual
time, to create outcomes, themselves measur-
able as attributes of the fixed entities” (p.
170).

The purpose of this paper is to describe a
newly developed method that can help ame-
liorate the problem of measure and method
regarding group interaction processes: rela-
tional event modeling (REM). REM is a blend
of social sequence and network analysis (e.g.,
Cornwell, 2015). It addresses the measure
problem by producing a set of sufficient sta-
tistics that capture patterned and interdepen-
dent interaction over time, and the method
issue by using continual and longitudinal in-
ference to model a history of group interac-
tions. The paper is organized as follows. First,
we present a general relational event frame-
work for analyzing group interactions pro-
cesses. Next, we describe the data used for the
tutorial analysis. Finally, we demonstrate best
practices for using, reporting, and interpreting
REM, concluding with some of the limita-
tions affecting REM.
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A General Relational Event Framework for
Group Interaction Processes

At a basic level, a relational event can be
defined simply as a “discrete event generated by
a social actor and directed toward one or more
targets” (Butts, 2008, p. 159). For instance,
when group member A sends a message to
group member B, at time T, there is the neces-
sary information required for one relational
event. Other REMs can take into account more
information, such as the weight of the interac-
tion to reflect level of influence or importance of
the events (Brandes, Lerner, & Snijders, 2009)
and different types of receivers (Vu, Pattison, &
Robins, 2015).

Though still quite young, several studies have
implemented REM in various contexts. For in-
stance, Welles, Vashevko, Bennett, and Con-
tractor (2014) used it to understand how indi-
viduals form friendship ties in Second Life.
Lerner, Bussmann, Snijders, and Brandes
(2013) used it to analyze political interaction
between nation-states, testing the old adage that
the “enemy of my enemy will be friend.” And
Quintane, Conaldi, Tonellato, and Lomi (2014)
used REM in a comparative analysis between
two organizational teams and their e-mail pat-
terns. Because one team was high performing
and the other low, this allowed to others begin
an inquiry into whether some relational event
patterns might lead to success more so than
others.

In all these studies, the sequential aggrega-
tion of relational events forms what is called an
event history. The overall purpose of REM is to

model that event history. In traditional terms,
the dependent variable here is the next relational
event. As such, what are the independent vari-
ables? Or in other words, how and why do
relational events happen? Figure 1, drawing
from Lusher, Koskinen, and Robins’ (2013)
cross-sectional network framework, presents a
schema to conceptualize the factors that can
influence the probability of an event occurring
along three factors: (a) past relational events,
(b) actor attributes, and (c) exogenous contex-
tual factors.

Past Relational Events

Often referred to as endogenous mechanisms
(Leenders, Contractor, & DeChurch, 2015;
Stadtfeld, 2012), the accumulation and sequenc-
ing of past relational events can influence the
likelihood of the next relational event. For in-
stance, inertia describes how the aggregation of
past events to an actor will influence future rates
of his or her behavior. Inertia reflects the degree
to which group members’ past contacts tend to
be their future contacts. Other mechanisms are
more sequential in nature. Take for example
reciprocity, which examines the likelihood of
group member B sending a message to A if B
had recently received a message from A. More
complicated sequences can go beyond the dyad
too. Triadic closure examines a sequence of
three members forming a clique-like structure:
when group member A sends a message to B,
and B sends a message to C, what is the likeli-
hood that A will send a message to C?

How and why do 
relational events 

happen?

Past 
relational 

events 

Reciprocity Inertia
Brokerage/

Closure Popularity 

Actor 
attributes

Sender and 
receiver 
effects

Attribute
sequences 

Exogenous 
contextual 

factors 

Exogenous 
relations or 

events

Environmental 
factors 

Figure 1. Conceptual framework for the process of relational event occurrence.
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Actor and Event Attributes

Sometimes the likelihood of a group interac-
tion occurring is due to some attribute of either
the sender or receiver, or an attribute of the
event itself. The effect of sending or receiving,
for example, represents the most basic type of
effect that attributes can have on relational
events. An extraverted individual might, for in-
stance, send messages at a higher rate than
somebody who is more introverted.

However, it is more complicated if the spec-
ified sequence involves more than simple send-
ing and receiving. Attribute sequences represent
instances when a specific sequence interacts
with a particular attribute of those involved in
the process. For instance, consider the concept
of brokerage roles (Gould & Fernandez, 1989)
involving team leaders in groups. In this sce-
nario, the team leader can take up different roles
depending on the sequences of relational events
(e.g., coordinator, itinerant broker, gatekeeper,
representative, and liaison). For example, when
a nonleader sends a message to a team leader on
the same team and then the said team leader
relays that message to another team, they are
said to play the role of a gatekeeper. Other
statistics can simply measure the influence of
past events contingent on some sort of attribute.
For instance, reciprocity might be more preva-
lent within group members who are more de-
mographically similar (e.g., homophily) or pref-
erential attachment might be contingent on
experience (e.g., older group members).

Exogenous Contextual Factors

Exogenous factors refer to characteristics
outside the relational event history and individ-
ual attributes. These measures include the state
or character of a relation as well as environmen-
tal events beyond the scope of the interaction
system. As a result, behaviors derived from
these factors are not well explained by endog-
enous mechanisms such as previous relational
events.

Relational attributes refer to different kinds
of ties individuals might have with one another
like affinity (e.g., friendship, trust), flow (e.g.,
other forms of sending messages like texting),
representational (e.g., endorsements), and se-
mantic (e.g., shared interpretations) ties
(Shumate et al., 2013). It might be the case for

example, that individuals who share a friend-
ship tie are more likely to interact in groups than
nonfriends. Generally, relational attributes cap-
ture the nature of the dyad itself and provide
context for the type and timing of events that
occur between that pair.

Environmental factors may refer to more am-
biguous concepts that lie outside the system of
group interaction, such as social context or team
cohesiveness. Alternatively, environmental fac-
tors may encompass more readily measurable
entities like the nature of the task, restrictions
on communication channels, or availability of
resources. Any of these elements might have an
influence on patterns of group communication.
For instance, some groups might be embedded
in environments where there is much more un-
certainty (e.g., lack of credible information) or
with an infrastructure that makes it more diffi-
cult to accomplish goals (e.g., lack of informa-
tion technology). Comparative analysis might
be one way to estimate the effects of the envi-
ronment.

The next section briefly articulates the statis-
tical logic underlying the relational event mod-
el. It also deals with the operationalization of
some of the above-mentioned variables and
how they can be employed in an actual analysis.
We use the framework as an example to model
relational events in an experimental setting
within a multiteam system playing a virtual
military-like simulation.

Overview of the Relational Event Model

For a more statistical introduction on how
exactly to model relational events, we refer the
reader to Butts (2008); Stadtfeld (2012), and
Brandes et al. (2009). A technical introduction
is included in the supplemental online appendix,
but we provide a general introduction below.

For any group process, there is a discrete set
of interactions (i.e., relational events) that can
occur during any given time frame. The fre-
quency of each interaction in this set depends on
a unique rate of occurrence. Commonplace ac-
tions happen more often so they have a higher
rate of occurrence, whereas unusual events have
a low rate. Further, the rate also determines the
time between interactions—a model containing
more common interactions will show less time
between interactions than a model with more
unusual interactions. This rate variation forms
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the basis of event history models (Blossfeld &
Rohwer, 1995). In event history models, the rate
variation is assumed to be the result of certain
covariates that are context-specific. For exam-
ple, how long it took for group members to vote
in favor of a new bylaw amendment (e.g., an
event) might be influenced by a variety of fac-
tors likes member age, personality, or ideolog-
ical views. Butts (2008) amended this frame-
work to interpersonal actions, giving rise to the
relational event model. Given the social con-
text, the covariates responsible for the variance
in interaction rates represent behavioral and
cognitive mechanisms that lead individuals to
engage in certain events more often than others.

As a process unfolds over time, the likelihood
for an action to occur may change. Conse-
quently the rate of that event should adjust to
reflect the influence of past actions. For in-
stance, if two individuals repeatedly communi-
cate with a third party, the propensity for them
to communicate with one another may increase.
In essence, the history creates the context for
the present. We therefore model the rate as a
function of historical information, in addition to
other individual or relational-level covariates.
As the sequence continues to unfold, the rates of
events are continuously updated to reflect the
new network structure. This allows group re-
searchers to “understand how past interactions
affect the emergence of future interactions,
without assuming that they are completely de-
termined by them” (Quintane et al., 2014, p.
533). Given this general modeling scheme, the
likelihood of a specific event sequence can be
computed as the probability of each action, mul-
tiplied by the probability of the time between
actions, conditional on the entire realized his-
tory.

Perhaps the greatest utility of REM lies in the
wide range of sufficient statistics that can be
derived from event sequences. These measures
are numerical representations of specific inter-
action patterns, similar to those encoded in ex-
ponential random graph models (ERGMs) or
stochastic actor-oriented models (Lusher et al.,
2013). That is, like how conceptual models are
translated into statistical models, sufficient sta-
tistics are the operationalizations of model pa-
rameters like the ones described in Figure 1
(i.e., past relational events, actor attributes, and
contextual factors). Prior work on proportional
hazards models provides us with a framework

for parameterizing rate functions (Cox, 1972);
this general methodology is utilized in REMs.
Each sufficient statistic maps the network infor-
mation to a real number; this value represents
the frequency with which that particular inter-
action sequence occurs. The influence of a par-
ticular statistic on the frequency of a relational
event is represented mathematically by a param-
eter vector, analogous to a logistic regression
coefficient. The sign and magnitude of each
coefficient determines how influential a partic-
ular network effect is regarding the generation
of relational events across a given pair of indi-
viduals.

As such, the REM advances the measure and
method of group interaction processes in two
ways. First, the model is inherently longitudinal
and takes into account every time-stamped in-
teraction in groups into account. Thus, aggre-
gating interactions into single or multiple time
slices (e.g., combining e-mails with time-stamp
information in weekly time slices) or asking
members whom they communicate with, which
has been shown to be not entirely reflective of
who they actually communicate with (e.g., Cor-
man & Scott, 1994), is no longer necessary.
REM provides a statistical procedure that treats
every minute group interaction as important.
And second, the sufficient statistics can be in-
terpreted as sequential structural signatures
(SSSs; Leenders et al., 2015), providing maxi-
mum likelihood estimates for different group
interaction processes, being able to take into
account past relational events, individual attri-
butes, and environmental factors. In essence,
these estimates capture how different groups
have similar and dissimilar interaction patterns.
Thus, REM has the potential to answer several
important research questions related to group
dynamics, like:

1. Do some patterns of past interactions in-
fluence the probability of future interac-
tions?

2. What types of individual attributes make it
more likely that they will send or receive
interactions?

3. What types of exogenous contextual fac-
tors influence patterns of group interac-
tions (e.g., relationships between group
members, nature of the task, information
uncertainty)?
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Example of REM

Data

The data come from a set of 12 MTS (Multi-
Team System) experiments collected by two of
the authors and is further elaborated in Pilny,
Yahja, Poole, and Dobosh, M. (2014). MTSs
are teams of teams that must often accomplish
team and MTS-level goals. Real-life examples
include emergency response systems and di-
verse military squads. Briefly, the experiment
set up a small MTS of two teams of two. Each
team (i.e., Phantom and Stinger) had a team
captain and team driver. The military-like sce-
nario was implemented in Virtual Battlespace 2
and requires that each team must make sure a
path is safe for an emergency convoy to deliver
medical supplies. In order to make sure the path
is safe, the teams must accomplish a variety of
tasks that require communication between
teams (some more so than others). These tasks
include documenting artifacts, diffusing bombs,
evading an ambush, collecting intelligence from
a secret informant, and coordinating a conver-
gence to battle a group of insurgents.

For the current example, we employed a
chain network reflective of military chains of
command. In the network, there was a line
of communication available from each squad’s
captain and driver. As such, at any time
the captain and driver from each team can com-
municate. Next, there was a line of communi-
cation available to each squad’s captain. That is,
at any time by switching channels the captain
from either squad could communicate to the
other squad’s captain.

The relational event data come from re-
cording each interaction using Comm Net Ra-
dio (CNR), a radio software that each group
member used in order to communicate with
one another during the experiment. CNR re-
cords who sent a message to whom and for
how long (along with actual recording of the
content). As such, the data can be easily con-
verted into data exploitable by REM. A sam-
ple data snapshot includes three elements: (a)
standardized time of the interaction, (b) a
sender of the interaction, and (c) a receiver of
the interaction (see Table 1).

The survey data come from an electronic
survey administered immediately following the
mission. Each MTS conducted two missions.

For illustrative purposes, we choose to analyze
a random MTS’s interaction patterns in the sec-
ond mission because we can exploit survey
measures following the first mission and give
detail on how to report results from REM. In
other words, after the first mission, there is a
brief history established by the MTS that may
influence interaction processes in the second
mission.

Sequential Structural Signatures

Table 2 describes the different SSSs used to
model the group interactions. It describes the
definition, visualization, and actual statistics
used in the analysis. For past relational events,
we include inertia and reciprocity. For attribute
effects, we include sender effects for captains
(i.e., are captains more likely to send a mes-
sage?) and the propensity for captains to relay
messages to the other team (i.e., when a captain
receives a message, what is the likelihood they
will interact with the other team?). Finally, for
environmental contextual factors, we include a
trust network included in a survey after the first
mission. The question simply asks on a Likert
scale (1–5) “To what extent did you trust each
member of the squad?” Thus, a valued trust
network was extracted and entered in the model
to determine if higher trust between team mem-
bers predicts the probability of sending mes-
sages.

The SSSs used in this example are by no
means exhaustive; various other structures may
be encoded to capture specific behavioral pat-
terns as needed. A sequential structural signa-
ture must be finite, affinely independent from
other SSSs included in the model, and must be
a mathematical function of at least one type of
antecedent as described in the previous section
(Butts, 2008). For examples of how to opera-
tionalize simple structural signatures, refer to
Table 2.

Table 1
Data Format for REM

Time Sender Receiver

.61 4 3

.66 3 4

.90 3 4
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Reporting and Interpreting Results

Although there are no rule-of-thumb guide-
lines on what to report, we recommend at the
minimum, following previous research using
REM, the reporting of (a) premodeling descrip-
tive statistics, (b) model adequacy of full and
reduced models (i.e., AIC and BIC), (c) signif-
icant and insignificant estimates, and (d) good-
ness-of-fit metrics. Each is discussed below us-
ing the current example.

Premodeling Descriptive Statistics

Before modeling, it is important to get a
glimpse of the data in order to get an initial idea
of what may be driving the relational event
history. Because this is more of a qualitative
assessment, there are no specific statistics to
report and the evaluation will differ depending
on the nature of the data (e.g., does it have
attributes?), although simple metrics on amount
of events sent and received by each actor can

also be useful. One possible method is to ag-
gregate or bin the event data in some way that
generates a valued network structure (i.e., how
many times each actor communicated with one
another). From this data frame, various network
methods of analysis can be explored to find out
if there are dyads or cliques that interact on an
unusually high or low frequency. This can also
be seen visually by the weight of each tie from
group member to group member. Other more
dynamic visualizations can include creating an-
imations of the event history in order to add
some temporal aspects (e.g., ndtv, Bender-
deMoll, 2015). Such an approach would better
leverage the granularity of relational event data,
relative to an aggregation method.

Table 3 provides a matrix of the raw number
of messages sent and received by each team
member. The data describes the aggregate total
messages from each dyadic and number of mes-
sages sent and received by each member. In the
current example, the Stinger team was more

Table 2
Sequential Structural Signatures in Current Example

Sufficient statistic Visualization Statistic

Past events
Inertia SINTERTIA (i, j, t) � � (i, j, t)

Reciprocity SRECIP (i, j, t) � � (i, j, t)

Attributes

Captain as sender SCOMMAND (i, j, t) � 1{i is captain}

Cross-team relay SRELAY(i, j, t) � 1{k¡i, i¡j} � 1{k, j not captain}�1{i is captain}

Environment
Trust STRUST(i, j, t) � trust (i, j)
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active with both members sending more mes-
sages (Captain n � 92, Driver n � 80) than both
members of the Phantom team (Captain n � 75,
Driver n � 51). Moreover, dyadic communica-
tion was much more prevalent within each team
rather than cross team as the two captains only
exchanged 29 messages together out of the 298
total relational events (9.7%). As such, this in-
formation gives us some initial information
about each team, namely, that the Stinger team
was more active and that cross-team communi-
cation was not nearly as common as intrateam
communication.

Model Adequacy

Following REM, there is a need to determine
which model provides the best fit. Like most
modeling strategies, the goal should be a blend
of parsimony (i.e., model with the fewest pa-
rameters) and accuracy (i.e., model that predicts
events with the highest accuracy). As such, the
use of the Akaike information criterion (AIC)
and Bayesian information criterion (BIC) are
suggested to determine which model is more
preferable. Moreover, if a reduced model is
chosen, a comparison with the full model is
recommended in order to understand the differ-
ences between the two.

As such, if the goal of the researcher is to
develop the best predictive model in terms of a
more inductive and exploratory approach, we
recommend forward selection as a strategy for
relational event model building. Forward selec-
tion, as in regression model building, is a bot-
tom-up approach, entering one variable in the
model at a time and then dropping variables
when they are highly insignificant (e.g., a prob-
ability value of above 0.20) and retaining sig-

nificant ones. However, if the goal of the re-
search is to develop the best theoretical model
in terms of a more deductive approach, we
recommend theoretical selection as a strategy
for relational event model building. In this case,
the researcher might investigate common mech-
anisms that can act as control variables (e.g.,
inertia, reciprocity), develop hypotheses on
unique SSSs (e.g., cross-team relay), and in-
clude other SSSs that may be perceived as al-
ternative explanations (e.g., intrateam relay).

For demonstration purposes, in the current
example we only report the full model because
removing nonsignificant parameters only mar-
ginally improved the AIC (57.985 for the
model, and 54.553 dropping the insignificant
term) and BIC (80.167 for the full model, 73.
038 dropping the insignificant term). Moreover,
for ease of interpretation and the tutorial, we
built a rather parsimonious model as an intro-
ductory example, including sequences from all
three factors in Figure 1.

Coefficient Estimates

Users can interpret maximum likelihood es-
timates (MLE) as an indication of the odds or
chance that an interaction (i.e., relational event)
will happen given the conditions specified in
each of the parameters entered. For instance, a
MLE of 0.50 on reciprocity simply means that if
A sends a message to B, then B is 1.64 times
more likely to send a message back to A. The
1.64 is calculated by taking the exponential
function of the MLE estimate, which in this
case is 0.50 (e0.50 � 1.64). Moreover, the esti-
mates are conditional on all other effects im-
puted in the model. Thus, they need to be in-
terpreted not as independent, but as contingent
on all other effects. As per traditional inferential
statistics, we recommend reporting MLEs, stan-
dard errors, and probability values. Standardiz-
ing MLEs (e.g., z-score) may also be useful for
comparing multiple models to see if some sam-
ples differ on estimates more or less so than
others.

In the current example, there was a blend
between positive, negative, and nonsignificant
results (see Table 4). For instance, with respect
to the influence of past events, using a threshold
of 0.05, inertia was positive and significant
(MLE � 0.027, SE � 0.013), but not reciproc-
ity. This suggests, given all other effects in the

Table 3
Matrix of Raw Number of Messages Sent
and Received

Team role
Phantom
captain

Phantom
driver

Stinger
captain

Stinger
driver

Total
sent

Phantom
captain — 63 12 — 75

Phantom driver 51 — — — 51
Stinger captain 17 — — 75 92
Stinger driver — — 80 — 80
Total received 68 63 92 75 298

Note. N � 298 total relational events.
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model, there was a propensity for past contacts
to remain as future contacts. This is not surpris-
ing as the descriptive statistics suggest that
communication was primarily between each
team’s captain and driver within the team.

Likewise, the attributes of individuals had
some mixed effects on relational event patterns.
For example, contrary to our initial expecta-
tions, after accounting for all other effects cap-
tains were less likely than drivers to send mes-
sages (MLE � �0.274, SE � 0.125). Moreover,
cross-team relay, not surprisingly given infor-
mation from the descriptive statistics, was not
significant (MLE � �0.375, SE � 0.336), pro-
viding more evidence that communication was
mostly intrateam related. Finally, for variables
external to the communication system, trust was
a significant predictor of relational events
(MLE � 0.232, SE � 0.056). In other words,
members were more likely to send messages to
people whom they trusted.

Goodness of Fit

The purpose of goodness-of-fit (GOF) analy-
sis is to determine how well the statistical model
explains the observed event history, similar to
an R2. Again, although there is no general rule
of thumb, there are several techniques available
to assess the overall predictive power of the
model. A basic strategy is to compare the final
model to a null model, which assumes events
are predicted at random chance or some sort of
basic function (e.g., exponential function). Sim-

ilarly to how we would assess a series of gen-
eralized linear models, we would derive the
deviance, or log-likelihood value for both the
null model and the fitted model. If the parame-
terized REM performed significantly better rel-
ative to the base model, then we should observe
a statistically significant reduction in deviance.
This difference may be tested using a chi-square
distribution. We find that the deviance of the
null model is 224.46, while the deviance for the
full model is 45.98 (see Table 5). This differ-
ence in deviance values gives us a test statistic
of 178.47, which follows an approximate chi-
square distribution with 5 degrees of freedom;
the corresponding p value is �0.001. Thus we
may conclude that the full model performs sig-
nificantly better than the null model.

Alternatively, goodness of fit could be assessed
according to the misclassification rate of the final
model. Using the estimated parameter values and
the event history, we may generate a most likely
event for each step in the sequence. Then, these
predicted outcomes can be compared to the real-
ized events; the misclassification rate is the pro-
portion of events that were incorrectly predicted
by our model. While there is no hard and fast
threshold for fitting REMs, the misclassification
rate may be used to compare several competing
models, as well as indicate how accurate extrap-
olations may be. In the case of our model, the
misclassification rate was 73.8%. Thus, there were
only 78 instances out of 298 in which the most
likely event as predicted by the fitted model was
indeed the realized event.

Alternatively, the null model assigns equal
probability to all possible events; because there
are six possible dyadic events, the null misclassi-
fication rate would be 83.3%. Although, this result
supports our previous conclusion that the param-
eterized model is a better fit to the data compared
to a basic exponential model, it also represents a
good example of when the researcher might want
to explore with additional parameters in order to

Table 4
Relation Event Modeling Results

Sufficient statistic

Maximum
likelihood
estimate

Standard
error p-value

Constant .027 .243 .909
Past events
Inertia .027� .013 .041
Reciprocity �.023 .013 .085
Attributes
Captain as sender �.274� .125 .029
Cross-team relay �.375 .336 .264
Environment
Trust .232�� .056 .001
AIC 57.984
BIC 80.167

� indicates a p value of � .05. �� indicates a p value of
� .01.

Table 5
Goodness of Fit Metrics

Metric Null model Full model

Deviance 224.4623 45.9848
Misclassification rate 83.3% 73.8%
AIC 226.4623 57.9848
BIC 230.1594 80.1674
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improve the accuracy of the model. Indeed, the
framework provided suggests a number of theo-
retically informed event sequences might be use-
ful, including but not limited to preferential attach-
ment (i.e., past relational events), other brokerage
sequences (e.g., representation), or other types of
perceived network states from survey data (e.g.,
expertise).

When and How to Use REM

The crux underlying the current illustration is
that REM is a promising method to analyze
group interaction processes. In other words, if
researchers are interested in understanding the
different patterns group members engage in dur-
ing interaction, then REM is one way to empir-
ical tease that out. Indeed, because of the unique
trace data structure of REM, the most important
factor determining when to use REM is the type
of data available. Data on fine-grained interac-
tions constitutes what is sometimes commonly
known as Big Data because of the velocity at
which interactions are exchanged and collected
(Gandomi & Haider, 2015).

Perhaps more importantly, relational event data
is sometimes difficult to collect. Nevertheless, the
advent of new technologies like social media and
crawling software make it a little easier and ac-
cessible to collect the type of trace data necessary
for REM. Additionally, the software used in the
current experiment, CNR, is great way to easily
collect group interactions in real time.

To our knowledge, there is only one publi-
cally available package to conduct relational
event dynamics, the relevent package in R
(Marcum & Butts, 2015). The current estima-
tion was carried out in MATLAB through our
custom estimation (see the supplemental online
appendix for more detail), but we also provide a
basic analysis in relevent. The main difference
between the current analysis and the relevent
package is the flexibility in parameter customi-
zation because relevent has a set of a priori
sufficient statistics (though customization is
available for those exceptionally skilled at R
programming). We recommend thinking about
the theoretical assumptions underlying the
group task and structure in order to determine
which program is more useful. For instance, if
the researcher is primarily interested in group
structure as a series of conversational norms and

participation shifts, then relevent would be a
good option.

In a related note, depending on the nature of
the data and goals of the researchers, other
related models might be appropriate as well. For
network evolution, where interactions are best
modeled when they are put into different panels/
waves rather than in timestamps or order from
interaction to interaction (e.g., Barnett, Jiang, &
Hammond, 2015), stochastic actor-oriented
modeling (Snijders, van de Bunt, & Steglich,
2010) may be useful to understand the factors
that influence network reproduction and evolu-
tion. Similarly, if the researcher is interested in
life cycles (e.g., Gersick, 1988) or different
group phases (e.g., Moreland & Levine, 1988),
than various longitudinal sequence analysis
methods (Cornwell, 2015) might be useful too.
The key difference is level of analysis. While
most group sequence analysis focus on what the
entire group is doing at a given moment of time,
REM can be considered more of a micro se-
quence analysis, focusing on who interacts with
who at a given time. Finally, Marcum and
Butts’ (2015) egocentric REM model links an
individual with the actions they are taking and
models the different patterns of likely sequence
combinations.

Furthermore, there are also some general
rules of thumb worth mentioning for best prac-
tices on using REM. First, how many parame-
ters can be modeled in a reasonable way? One
key difference from REM than other methods
like regression is that the addition of parameters
does not mean an additional explanation in vari-
ance or, in this case, the prediction of relational
events. In fact, telling the model to look for
parameters that are clearly not there in the data
will most likely make the fit even worse. As
such, we think that Miller’s Law of Seven Plus
or Minus Two might serve as a general rule of
thumb for the maximum amount of test param-
eters a researcher should use because it repre-
sents a nice cognitive explanation for the
amount of information an individual can handle
at any given time. To that end, the model should
make intuitive sense, not simply statistical
sense. This suggestion, however, does not of
course include control variables, which begs the
question: which type of parameters should I
always control for when using REM? Again,
this is subjective to an extent, but following
general theories of social networks (Robins,

190 PILNY, SCHECTER, POOLE, AND CONTRACTOR

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.



2013), we suggest generally controlling for, if
the data allows it, inertia (i.e., history always
repeats itself), reciprocity (i.e., you scratch my
back, I’ll scratch yours), closure (i.e., the friend
of my friend will also be my friend), and pop-
ularity (i.e., the rich get richer). The reasoning is
that these are some of the most common expla-
nations for forming social networks (Lusher et
al., 2013) and thus should translate well when
networks are conceived as interactions via rela-
tional events.

Additionally, there is an issue of sample size.
The key to an adequate sample size is not the
amount of actors, but the proportion of the
number of events to actors. For instance, 50
events would be good size for four actors, but
not for 50 actors. Conversely, because the mar-
gin of error for REM parameter estimates is
bounded by the square root of the ratio of events
to possible events, larger datasets will generally
have more power, but there is a diminishing
benefit to observing more events for a fixed
number of actors (e.g., heterogeneity of effects
because of time). In practice, researchers have
used a variety of samples sizes. For instance,
Butts (2008) analyzed sequences with as few as
70 events for 28 individuals. On the opposite
end of the spectrum, Quintane et al. (2014) used
a sample of 4,348 events for 194 individuals.
The authors of this paper have used datasets
with four, eight, and 20 individuals with the
number of relational events ranging from
around 200 to a maximum of 1,200. Thus, while
there is no distinct minimum ratio, we recom-
mend that researchers at the least observe more
events than actors (i.e., a moderate ratio), and
not include more parameters than events.

Finally, it is important to consider the overall
analytical possibilities of REM. Theoretically,
REM lends itself favorably to frameworks with
constructivist leanings that have been difficult
to implement empirically in the past because
REM does not assume teams and groups are
“well-defined, clearly bounded entities with a
stable set of members” (Poole & Contractor,
2011, p. 194). Frameworks like the structura-
tional perspective (Giddens, 1984) or bona fide
group framework (Putnam & Stohl, 1990) can
be used because REM has ability to take into
account shifting/blurry group membership and
interactional interdependence since the funda-
mental point of analysis is the interaction event,

not group membership or individual level char-
acteristics.

Contextually, REM is well suited to analyze
how groups function and organize in the 21st
century using technology given the amount of
detailed recording in various new communica-
tion mediums (Kitts, 2014; Lazer et al., 2009).
Things like Tweets, Facebook posts, Wiki edits,
blog postings, event check-ins, and text messag-
ing all contain sufficient information that can be
exploited by REM because they represent his-
tories of interactions at specific time points.
REM is one way to understand the patterns of
how groups are using these technologies in sim-
ilar or different ways.

Limitations of REM

In our view, there are three current problems
researchers must think about when applying
REM to analyze group interaction processes: (a)
assumption of availability, (b) heterogeneity of
effects, and (c) linking REM with group out-
comes. Each is discussed below.

Assumption of Availability

One of the basic assumptions of REM is that
each actor has the availability to communicate
with another. In many group settings, this assump-
tion is fine, especially within single groups. How-
ever, when multiple groups are studied, as is the
case with MTSs, this assumption might be prob-
lematic. One way to help remedy this problem is
the incorporation of a structural zero file. A struc-
tural zero file simply lets the model know which
dyads are unavailable to communicate with one
another, as was the case with the current example
in that the drivers were restricted to communica-
tion with their captains. As such, when researchers
use REM, they need to take into account any
barriers that would prohibit some members from
communicating with others; otherwise estimates
would surely be unreliable.

Heterogeneity of Effects

Heterogeneity of effects refers to when in-
dividual effects (e.g., reciprocity) might dif-
fer depending on which time period is used
for modeling the relational event history. That
is, is there some reason to believe that some
SSSs like reciprocity might be higher or
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lower depending on the time frame of which
the analysis was carried out (i.e., portion of
the relational event history)? As it currently
stands, REM can only analyze effect sizes for
the entire time slice, not differentiating the
magnitude in different slices of time. For
example, as groups engage in the initial stage
of a project, members may have a good deal
of freedom to interact with one another, re-
sulting in triadic closure being a common
signature. Once the group has moved into its
performance stage, members may be suffi-
ciently occupied by the task and may not need
as much time to interact freely, and thus,
triadic closure may no longer be common. An
REM run on the entire event history that
includes both stages would have difficulty
determining if triadic closure was more com-
mon in one phase (e.g., initial stage) versus
another (e.g., performance stage).

There have been a couple of strategies to
remedy this problem. For instance, Quintane,
Pattison, Robins, and Mol (2013) used a nested
time frame, running models on a short- and long
term-frame to determine whether or not effects
were heterogeneous. And Pilny et al. (2015)
used a multipanel approach, slicing a lengthy
time frame not into nested waves, but discrete
ones. In the above example, this would mean
running REMs on the initial stage and perfor-
mance stage separately to see if there were any
differences in interaction patterns. Another op-
tion would be to include a dummy variable that
represents a time covariate, which would run an
interaction effect on parameter estimates and
different waves of time. The choice of how to
handle the problem of heterogeneity of effects
(i.e., nested models, discrete slicing, or time
covariate) can be theoretically or data driven.
For instance, slicing the event history based on
some sort of environmental factor (e.g., change
in the nature of the task) might be an effective
way to delineate outside effects, while slicing
the event history using a data-driven explor-
atory approach might give important insight to a
previously unknown environmental factor influ-
encing group interactions (e.g., it might chal-
lenge the researcher to explain why patterns
were different in one time period vs. another).
One data-driven approach is breakpoint analysis
(Chiu & Khoo, 2005), which would statistically
divide the event history into discrete waves of
high and low activity depending on the effects

put into the model (e.g., waves of high and low
reciprocity).

Linking REM With Group Outcomes

If, as the main argument of the paper has been,
REM is a fruitful way of understanding group
interaction processes, then a logical next step
might be to determine if there are any individual
or group performance outcomes related to those
processes. By itself, REM cannot provide a direct
inference to outcomes like group performance
since it is only capable of predicting specific in-
teraction patterns. However, with a creative blend
of mixing methods, there is potential to link REM
with a variety of group outcomes. For instance,
simple independent t tests of sufficient statistics
between low and high performing groups can pro-
vide one way of determining differences between
high- and low-performing group interactions, es-
pecially if the sample size is not very large. Inde-
pendent sample t tests are robust to violations of
statistical assumptions, so long as the groups be-
ing compared are independent of one another. For
instance, are more successful groups more or less
likely to have their captains relay information
across teams? Or, are those captains who relay
information more likely to be perceived as effec-
tive leaders by other group members?

Translating the level of analysis from group to
individual outcomes is another challenge. Another
option that is being explored is a multiplex REM.
A multiplex REM investigates how patterns of
one type of interaction (e.g., communication) pre-
dict another event (e.g., performance outcome).
For example, if one type of event would represent
an instance of high performance, like solving one
problem or accomplishing part of a task, then the
multiplex REM could explore whether or not dif-
ferent interaction patterns predict those successful
or even unsuccessful events (e.g., friendly fire).
This can answer how interaction patterns “scale
up” to create positive or negative group outcomes.

Concluding Remarks

Under the traditional lens of group process,
performance is a consequence of emergent
properties. The lower-level characteristics of
the team, such as skills, cognition, or personal-
ity, will lead to higher-order outcomes. These
phenomena are what drive the output of the
group. Further, the pattern and timing of inter-

192 PILNY, SCHECTER, POOLE, AND CONTRACTOR

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.



actions among individuals simply contribute to
the emergence of different properties of the
team (Kozlowski & Klein, 2000).

The REM takes an alternative approach and
suggests that both emergent properties and per-
formance are consequences of complex group
interaction processes that happen in real time.
As such, group process should not be treated as
aggregations of interactions or simple psycho-
logical constructs. What REM provides is a sort
of methodological requisite variety, meaning
that the method is nearly as complex as the
phenomenon it is trying to analyze because
there are few empirically methods that are so-
phisticated enough to analyze unfolding inter-
actions over time. Under the lens of relational
events, lower-level interactions are no longer
viewed as elements of a broader phenomenon,
but rather as realizations of process itself. Spe-
cifically, each interaction is driven by the situ-
ational context, the attributes of the individuals,
and the preceding events. In our example, we
can examine what are the motors that drive an
individual to communicate; is it familiarity, or a
sense of reciprocity? Do leaders take on roles as
information brokers, or does trust predicate in-
teraction? By asking these fundamental ques-
tions, we no longer focus on how actions form
broader phenomenon, but rather focus on how
action itself evolves.

The relational event model enables scholars
to effectively identify patterns among the noise
of the stream of interaction, which is well be-
yond the ability of qualitative observation to
sort out. As a consequence, REM allows re-
searchers to test and apply theoretical frame-
works that were previously difficult to adopt
because of the limitations of current method-
ological tools. Theories such as discursive lead-
ership (Fairhurst, 2007) or transactive memory
systems (Wegner, 1987) can be operationalized
and tested for because they both emphasize
specific group interaction processes over time.
The goal of this paper was to introduce that
method to analyze group interactions processes
and provide a more hands-on tutorial for imple-
menting REM for future work.
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