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The Virtual Worlds Exploratorium is a multidisciplinary project dedicated to the study of communication-related behaviors using data from massively multiplayer online games (MMOs). In a partnership with a corporation that hosts an MMO, a 20-person team of scholars is engaged in the study of behavior within a game and also game activities that parallel those in “real life” (e.g., economic activity, social networking, group processes). A key aspect of our approach is a unique multidisciplinary collaboration of social and computational scientists to help advance the state of the research. This article discusses the methodological, measurement and organizational challenges of the project, the game, the data, and several representative research streams. It also articulates several measurement issues that the research...
team has faced in order to provide best practices and lessons learned for others considering similar investigations.

Video games have exploded in popularity over the past decade. In the United States, it is estimated that 53% of adults and 97% of teenagers are now regular players (Lenhart, Jones, & Macgill, 2008), and the U.S. video game industry had nearly $20 billion in sales in 2009 (Satariano, 2010). As the Internet has become a larger part of everyday life (Fallows, 2004; Wellman & Haythornthwaite, 2002), so too have networked games, with 67% of U.S. teens now regularly playing some game online (Rideout, Roberts, & Foehr, 2005). While many games are one-person affairs, 76% of game play among teens is now social (Lenhart, Kahne, et al., 2008). One class of games are so-called massively multiplayer online games (MMOs)—games that are always on, in which players maintain a regular character who grows and changes, and in which many players participate in long-term social groups. Publicly available data (see mmogchart.com) show that the total user population of massively multiplayer online games reached more than 47 million subscribers by the middle of 2008, with dramatic increases occurring over the previous five years. Use of these media has moved from a niche to a mainstream activity, with many games hosting several million subscribers.

MMOs present tempting research opportunities and are of interest in their own right as technological and social phenomena. Questions concerning what other activities MMOs replace, their health impacts, and their social impacts are compelling, and these questions are traditional in new media research (Wartella & Reeves, 1985). Castronova (2005) has explored, for example, the economics of MMOs and found massive economies within the games and parallel real economies springing up around games in which players purchase goods for use in the game with real money.

MMOs are also of interest because of what we might be able to learn about the real world from studying virtual ones. In games such as World of Warcraft, characters interact, engage in conversations, form groups, form networks, undertake various tasks, barter, and perform many other activities that parallel those in real life. It may therefore be possible to learn about many important social phenomena from studying them. This newly forming area of science is known as “mapping” and has a long list of methodological restrictions and validity checks (Williams, 2010). If done correctly, such mapping work may eventually enable social scientists to use virtual worlds as controlled test beds for some kinds of behaviors in large-scale experiments. E-commerce organization such as Amazon.com have shown that the Web can be used to conduct very effective studies in consumer psychology, price preference, and so forth (Kim & Srivastava, 2007).

There have been a number of ethnographies (Kendall, 2002; Taylor, 2006) and experimental investigations of virtual world game behavior (Bailenson, Beall,
Blascovich, Loomis, & Turk, 2005; Williams, 2006; Williams, Caplan, & Xiong, 2007), and the literature is growing rapidly. However, there has been little systematic and generalizable research on activities in MMOs, largely due to the difficulties of securing access to game data controlled by profit-making companies. Most basic survey work, for example, has been undertaken in self-selected samples on separate Web sites, while no research team has been able to see the actual logs generated by play (Yee, 2006). The Virtual Worlds Exploratorium Project has obtained access to this proprietary in-game player data for the game *EverQuest II* (*EQII*) and can directly study players using quantitative and, when appropriate, complementary qualitative methodologies. This paper will provide background on this methodology, some of the investigations exploring communication research issues, and the challenges of working with large-scale data from an online system. Many of the issues we confronted were novel ones rising from the twin challenges of working with large data sets and working with an interdisciplinary team. We are of course not the first group to do the latter, but given that the large-scale data processing required working with computer scientists, it is worth explaining how that relationship worked. We expect that with the rise of ever larger datasets, such relationships and projects will become more common across the social sciences, and not just through gaming. We suggest that many of the lessons we have learned will apply to other large-scale communication activities online. Still, each domain of large-scale social science is going to have its unique features. So, for the sake of background, we begin with a basic overview of the game itself and the theoretical frameworks involved, and then proceed to discuss the methodological challenges and outcomes.

INTRODUCTION TO THE VIRTUAL WORLDS EXPLORATORIUM (VWE) PROJECT

The virtual world under investigation is *EQII*, an MMO developed by Sony Online Entertainment (SOE). *EQII* was launched in November 2004 and has roughly 175,000 active members playing across dozens of parallel servers hosted in the United States, Europe, and Asia (Schiesel, 2007). Our research team of about 20 scholars from four universities (plus several collaborators from other universities) with expertise in computer science, social network analysis, online games, and group behavior established a collaboration with SOE to analyze data from its U.S.-dedicated servers.

Because games and online worlds vary, it is important to consider the game’s social context and rules before embarking on a systematic investigation (Williams, 2005). Although no two MMOs are exactly alike, *EQII*’s features are broadly similar to those of most other popular titles on the market, 85% of which are also fantasy-based titles with the same basic goals, social structures, and mechanisms
(White, 2008). In all of these games, players create a character and advance that character through challenges in a social milieu, typically banding together with other players for help and companionship. For each character, a class is chosen to fit some variation of the three basic archetypes found in nearly every fantasy MMO: damage-dealer, damage-mitigator, and damage-healer. Each archetypal role has different capabilities, weaknesses, and strengths, and the choice of class then determines how players develop their characters and how they will interact with game environment and other players. When banding together, players join organizations called “guilds” that are facilitated by the game software. These guilds have leadership hierarchies and complex organizational tools for mobilizing group events and tasks (Reeves, Malone, & O’Driscoll, 2008), including their own private chat channels and private, shared interfaces (see Figure 1).

Performance metrics for groups and individuals in EQII involve the success rates for combat, gaining experience, exploring areas, creating items, and gathering resources. As players rise in ability and power, they are prompted to enter new and unexplored areas. New abilities allow players to deal with and fend off ever more exotic and dangerous creatures and to acquire their accompanying treasures. There are also various metrics attached to craftwork, including gaining currency by selling or gaining items through barter. These various “mechanics,” or game incentive schemes (Sellers, 2006), prompt players to act together and give rise to a large number of social and communication phenomena worth studying.
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**FIGURE 1** Guild members band together to accomplish large tasks that cannot be completed alone, such as defeating a tough enemy.
For example, in an exploratory phase of the VWE project, Williams, Yee, and Caplan (2008) investigated the psychological motivations for game play. Subsequent papers focused on gender differences (Williams, Consalvo, Caplan, & Yee, 2009), gender swapping with avatars (Huh & Williams, 2009), role playing, criminal “gold farming” activity (M. Ahmad, Keegan, Srivastava, Williams, & Contractor, 2009), problematic use (Caplan, Williams, & Yee, 2009), and even economic activity (Castronova et al., 2009). These initial explorations drew on the traditional communication science toolkit of understanding why a person engages in the activity (uses and gratifications) and what the effects of the medium are on individuals. Because the records also afforded the construction of social networking data, there was an opportunity to focus on the interactions and to draw on the more recently developed body of network theory. As described by Monge and Contractor (2003), the goals of players within EQII can be broadly characterized as exploring, exploiting, mobilizing, bonding, and swarming—activities that also occur in real life and are part of a well-understood theoretical framework for studying communication networks.

As detailed by Williams et al. (2006), group and guild-based dynamics in almost all MMOs follow a regular series of conventions, norms, and patterns. These various group forms offer intriguing metrics for tracking group-related activities. The basic team unit in EQII is an ad hoc cluster called a “group,” which can contain up to six players (in some games this base unit is five players). Guilds are the long-term associations within MMOs, and in EQII they come with their own bank, hall, chat system, and hierarchy tree. The highest level of mobilization takes place within a “raid,” which is the assembly of a large group (typically 24 or 25 players in most MMOs now) to take on a large challenge, usually over several hours. A “raid group” is a complex team requiring specific player roles and skills, and its management is often a daunting task. The groups resemble action teams in the real world, for example, an electric line repair crew or operating room teams, in that they have short-term projects with clear goals and standards for evaluation. An example of a raid-based challenge would be a series of quests that unlock a special dungeon called Trakanon’s Lair. Once within the dungeon, the raiding party must confront Trakanon, a large blue dragon, who can only be defeated by carefully timed and coordinated use of player abilities in a fight which lasts around eight minutes. Often, a handful of player mistakes will cause the entire group to fail—in this case being killed by the dragon or lowered into a pit of inhospitable lava.

Using the network theory tools and applying them to this rich set of interaction-based data, the team has reported findings about trust among group members (Ratan, Chung, Shen, Poole, & Williams, 2010, in press), homophily, and proximity among group members (Huang, Shen, Williams, & Contractor, 2009), and how experts function within these groups (Huffaker et al., 2009).
THE VWE DATA: TYPES AND EXEMPLAR USES

The *EQII* dataset contains four major data types, namely, log files, network sources, cumulative cross-sectional files, and standard survey data. It contains cross-sectional and longitudinal data about individuals and their interactions. Combining these different types allows for a rich data set, which is obtained by matching each distinct source to a single universal ID #. It is worth noting that the game-based data are comprehensive; that is, there is no sampling and every action, interaction, and transaction that takes place within the game is recorded. This data are also an unobtrusive measure of behavior in the game, since the data are collected automatically and the collection does not disturb play or alert the players in any way. The data are captured at second resolution and contain approximately 500 variables at a much higher level of specificity compared to past work (Webb, Campbell, Schwartz, & Sechrest, 1966). Finally, there are opportunities in this dataset to test the validity of self-report measures more generally, contrasting what someone said about what they did with what they actually did, providing a potent tool to address the usefulness of a self-report measure.

Each of the data types is discussed in turn, with exemplar studies and notes about how the data types should be conceived and can lead to different forms of analysis in other research domains.

**Game Server Data: Longitudinal**

Each action is recorded as an entry with a tag for the character, the action, some outcome, and fields for location and time. The use of this data is illustrated through our first project, which dealt with the economy of the game world (Castronova et al., 2009). For macro-level economists, the basic measures of interest are based on cumulative data, for example, price indices, inflation, and GDP. In the real world, these measures are difficult to collect with accuracy as they are the sum total of hundreds of millions of individual actions, most of which are not tracked. For example, to estimate car sales in the real world, the government does not track each individual car sold, and instead calls a sample of dealerships and asks for self-reported figures from their lot for the month.

For example, to know the inflationary pressure on a country (or state or city), one needs to track every piece of currency flowing in and out of it. In *EQII*, the economy log has a variable for this, tracking every incoming and outgoing piece of copper coming to every player as individual entries. To create the data needed at the monthly level for the whole society, we ran SQL queries that aggregated the value of the “incoming” currency and “outgoing” currency variables for one-month periods. With one value for every month, we could see the total money flowing into and out of each system and then use economic theory to suggest whether that surplus or deficit of currency would drive prices up or down (inflation or deflation). Prices could be likewise extracted with SQL queries and watched as
an index. These meta-level variables could then be charted in figures showing changes over time and plugged into simple models.

Researchers can also identify serendipitous “real” events and changes in virtual systems. Any large change represents the opportunity for natural experiments and powerful observations that are rare in communication research. Some of the most potent research ever done in communication arose when a city or an area first acquired a communication technology and was then compared to one without that technology (Lowery & DeFluer, 1995). Such large-scale social events are rare in the real world, and impossible on a truly massive scale. Yet this is precisely what virtual worlds afford.

In our case, the economics team benefited from a natural experiment within the data period. Because of increased demand for the game, a new server was launched and slowly populated. Since the servers are built with the same rules and geography and contain nearly identical populations, they function as control groups for one another. In this case, the team was able to test the hypothesis that economic behavior was consistent across servers and driven largely by the game itself. By watching the data flows, the team was able to see the new server start from zero and then slowly approach and mimic the other servers’ economic patterns. These observations were simple extensions of the measures noted above—-inflation and price indexes, with the SQL extractions and calculations done a second time on another server’s population. Such large-scale measures and comparisons are not feasible in an offline economy.

Game Server Data: Cross-Sectional

A second form of data is “state” data, that is, a file that shows the accumulation of things as they currently exist within the game world. It is therefore a constantly changing database in that the behavioral logs are always appending and adjusting it. For example, it may show that character X has killed 105 monsters and has 456 pieces of copper over its existence to date. Yet when the player kills a new monster and gets more copper, those values will be changed in the state table. This cross-sectional file represents the opportunity to examine the world at a specific point in time. Totals also allow the calculation of rates since the total time and number of actions are there for use. This allows the calculation of how often someone does something compared to others, for example, how often they attack, how often they form groups, how often they send messages, and so forth. These rate values were instrumental in studying player tendencies and identity issues (Huh & Williams, 2009).

Survey Data

Survey data were well-understood and did not need special explanation as a class. Our survey data were collected from a subsample of 7,000 game players who
were playing the game during the time that the server data were collected. This subsample meant that if we wanted to examine both behavioral and survey data, we would have to limit the research to the 7,000 players. The administration was straightforward and detailed in the cited papers. Participants were identified by an unseen account number in Sony’s databases and so their anonymity was guaranteed. These account numbers were also used to unobtrusively link the survey data with the game’s databases. Thus, perceptual data collected from the survey could be linked with game-playing data. These connections were made within the database and separate from the survey, so subjects were unaware that their time online, their server residence, or their character use were part of the research.

Survey data were quite useful on its own, and we have written a number of papers describing the social and psychological profile of the players based on it. In a largely descriptive article entitled “Who plays, how much, and why?” (Williams et al., 2008), we made these connections and listed them as a reference piece for others working in the area since no one had the data to answer those fundamental questions with generalizability. Yet the real value of these combinations come from linking why people do something to what they did. For example, linking personality type to rates of behaviors within the game allows a level of insight that is rare in communication research: not just what they think, but how it interacts with what they actually did.

Group and Network Data

An advantage of the EOII dataset is that it provides complete data on group behavior, group outcomes, and networks among groups, making it feasible to study group ecosystems. Moreover, the data contain thousands of groups, enabling much larger sample sizes than are utilized in typical small group research. This last category is the most complex, owing to the combination of methodologies and the difficulty of creating network measures. In almost any online system there are interactions. These can be considered the basic formation of a tie between two or more people. Theory and contextual expertise will guide what kinds of data are most appropriate. For example, in studying gold farmers and their trade networks, we looked at ties created by economic transactions. In studying communication patterns, we looked at ties created by sending messages from person to person. These network data forms are ideal for tests in social network modeling and in programs such as p* /ERGM (exponential random graph models). However, not all network data are easily extracted. In the case of trading and messaging, these were easy instances of finding the appropriate database for those kinds of interactions and building out a network-enabled file.

The richness of the approach is illustrated by the first network-based analysis. In this project (Huang et al., 2009), players in groups were tied to the demographic data and to real-world locations to see whether similar real-world
players were more likely to gather within the virtual one (they are). This required tying the group interactions to the survey data and also to an IP address from yet another server database, which was then used to locate their real-world location via publicly available lookup tables.

**Ethical and Human Subjects Issues**

Given the resolution and comprehensiveness of the dataset, there are a number of privacy and other human subject issues that arise. The data set contains details of players’ real-world profile and their in-game behaviors. Both Sony and our own team carefully considered the ethical implications of this data and instituted a number of restrictions and practices before bringing the project to our several campus Institutional Review Boards (IRBs). Our and Sony’s goal from the outset was to ensure the privacy of the players. Towards this, we put several safeguards in place that we think make good examples for similar projects in the future. First, we at no point had real-world identities, and all identifiable information in our data had been filtered out with only an ID linking the various files together. Second, we did not capture or use the text conversations within the game. When we did record text-based interactions, it was only the people, not the content: player X has sent a message to player Y at time Z in channel Q. Third, we signed a legal document with the game company (a nondisclosure agreement) that precluded us from ever connecting in-game data to real-world data.

With those fundamental protections in place, we opened up IRB applications. Although the novelty of our methods took some explanation, each IRB approved our protocols because we translated the traditional values of the process into the new environment: privacy, and minimal or no risk to the subjects. For the survey data, the project was under expedited review but not exempt because we could not verify the ages of the survey takers. For the game data, the projects were expedited because these were existing data sets that were being used without risk to the subjects—thanks to the legally bound non-personally identifiable data.

**DATA AND TEAM CHALLENGES**

The social scientists on the team previously have worked with (what we thought were) large files. Big data dumps of a hundred megabytes or more from NES or GSS surveys have taxed our desktops and the algorithms within packages such as SPSS and SAS. Yet when the data exceed hundreds of gigabytes and reach into the realms of many terabytes, such approaches are no longer feasible. The challenges are twofold. First, these large files tend to be agglomerations of several distinct databases, each of which may have its own structure and quirks. This is a
problem at any scale. Second, scale itself can be an obstacle. Aside from the obvious issue of storage (where would I put 15 terabytes?), there is the issue of what software can even tackle the files. Assuming a desktop computer had the processing power to tackle these files—they do not—standard packages such as STATA, SAS, or SPSS do not scale indefinitely up to larger datasets. The algorithms that drive a basic request for a correlation or a regression in SPSS are optimized for datasets with tens of thousands of entries, not millions or billions. These algorithms are also designed to go through the data multiple times, with subsequent passes incorporating information from initial passes. This recursive approach to processing data works well with desktop-sized datasets but is not practical for larger sets where each pass may require going through more than a million rows. Even supercomputing power has its capacity limits for how much can be “held” in memory at a time. As a result, the computer science members of our team have had to develop a series of new algorithms to tackle these issues. The two most successful approaches have been developing new “one pass” algorithms that can handle queries without going back and incremental approaches in which a limited portion of the data is examined thoroughly before the next. These computer science innovations have enabled the social scientists to work without delving into the particulars of the algorithm development, and they have highlighted the crucial interdisciplinary benefit that the computer scientists have brought to the working teams. As our datasets have grown from the 5–10 terabyte range into the 100s of terabytes, we have had to look forward to newer approaches still. Supercomputing facilities like the one we have utilized at the National Center for Supercomputing Applications (NCSA) use software and operating systems that work well up to about the 10-terabyte range. Files larger than that are starting to require cloud computing technology (Armbrust et al., 2010), which uses new software to distribute the large tasks to several powerful machines. No doubt future readers of an article like this may find such challenges quaint, but for the moment cloud computing is in its infancy and is still an undeveloped and expensive proposition.

Separate from the large-file challenge is the organizational and hosting one noted above. Our particular dataset has taken considerable effort to construct and maintain. The main challenges that we faced included:

- The need to upload massive amount of data originally unintended for research purposes. The VWE database was built by uploading more than 4,000 separate log files. To speed up the rate of data loading, we have employed parallel processing techniques. By invoking four data loading programs (written in Java) in parallel, we were able to initially utilize a smaller four-CPU server to upload the data efficiently.
- The need to manage a heterogeneous dataset. Since the game logs are collected from several game systems by different versions of software (see the 23 different database sources in Figure 2), the data have different naming
conventions for variables and different formats for variable values. The log files are long and complex strings of information and code that are a far cry from a typical matrix-based file used by desktop social science programs such as SPSS. Our programs had to perform data transformation during the data loading process to convert data into a uniform format with a universal identifier.

- The need to maintain data quality. The game logs contained a lot of “noise,” such as invalid characters, incomplete data values, and incorrect formats; therefore, we have had to develop programs for data validation and data cleaning to improve data quality.
- The need for fast response time for user queries. We have a very large database and a project team of more than 20 researchers from four universities. To achieve an acceptable response time for queries submitted by users, we created indexes on database tables based on the pattern of user queries,
and they have substantially improved database performance. We have also implemented some stored database procedures which embed complex computation in optimized queries, which have helped users to perform the data analysis more efficiently.

- The need to maintain data integrity. With teams analyzing the data at four different locations, different versions of the database with different transformations can be produced, creating inconsistencies in analyses. We have tried to meet this challenge by maintaining a canonical dataset at the NCSA that incorporates the tables and transformations from the other sites.

As is typical of large social game datasets (and likely for nongame ones as well), the information is complex and not even always stored in one central table. From discussions with data managers at other game companies, the *EQii* data may be on the more complex end of the spectrum. Due to the potential size and complexity of the VWE database, we have chosen Oracle as the platform for managing the database. Currently, the database is hosted by a single Linux server with 8 CPUs, 32GB RAM, and 15TB of disk space. The VWE database includes 23 tables with more than 57 relations among them at present. The data are composed of more than 500 variables ranging from location of an action to sending a text message to slaying a monster to buying a cup of mead. As noted above, the tables can be categorized into different kinds of data: (1) the *State Information* group with six tables that store state information at one point in time, such as user demographics, the character’s profile and inventory, cumulative accomplishments, and lists of skills and abilities; (2) the *Game Log* group of 16 game log tables that are collected during games based on various logging attributes, such as whether a character killed a beast and received experience points or whether an economic transaction took place; and (3) the *Chat Information* group of a single table that keeps the chat logs between characters. Figure 2 shows the current database schema (only part of the table attributes are shown to simplify the diagram). Thirteen of these 23 tables contain more than 10 million rows, and six of them have more than 100 million rows. The largest table is the Economy log, which has more than one billion rows.

**Informatics Challenges**

Many communication researchers, if they are like us, will not be particularly interested in the vagaries of database design and algorithm construction. We have found, however, that understanding and working on these issues has been key to our ability to measure communication concepts and test our hypotheses, and to keeping the computer scientists interested. A successful team requires symbiosis rather than service. Indeed, the computer science element has gone from being a necessary evil to a crucial and valued part of the process. Many of the theoretical
frameworks used by communication group researchers turn out to be compatible or identical to those used by computer scientists also studying group behaviors.

Tracking and building groups provides an example of the interdisciplinary challenges and benefits. The main activity in an MMO is killing a monster, and the social scientists wanted to know who was doing it and who was doing it in groups. The problem was that there is no variable or label in the dataset for “group.” Worse, groups could add and remove members and morph over time. Clearly, there needed to be a marriage of theory-driven group definition and significant data manipulation to create the correct group labels. This was something that had to be constructed and inferred from the other data—a task clearly outside the regular expertise of our social scientists. For example, if two players were each in the same area and each killed a level 18 spider at the exact same second, there is little likelihood that they were killing two different spiders. If we then observed a similar matched-second pairing of outcomes for the same players a minute or two later, we made the working assumption that that was indeed a formal group. This enabled us to build our own separate database of player-group interactions. Then, we had to construct a rule set for which of these interactions constituted a group that lasted long enough to be a long-term group. This is where the contextual and theory-driven side of communication research has to meet the actuality of database structures.

Player-player, player-group, and group-group relationships were all constructed based on the joint activity timers. Then, the relationship or interaction between players in a MMO was then modeled as a graph (see Figure 3) which represents the interactions of the members of a group. The graph is layered in temporal order, going from left to right; that is, the leftmost layer shows activity that happened the earliest in time. A node represents the activity that a group
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**FIGURE 3** Identifying groups over time.
of players are engaged at any given iteration. The edges model transition from one activity to another, that is, iterations at which players become involved in an activity or leave an activity. If multiple players are engaged in the same activity simultaneously, then the node reflects this arrangement. For example, players b and e are engaged in different activities initially, and then join together into the same activity after that.

The activity graph can be analyzed to compute the required relationships. The problem of determining player-player relationships now reduces to one of analyzing the temporal tracks (history of activity over time) of pairs (or groups) of players to determine temporal intersections, correlations, and other similarity measures between them. The problem of determining the membership of a player in a group now reduces to one of analyzing the player’s temporal track, measuring the time he or she spends in each group, and looking at the activities in which he or she participates. The problem of determining group-group relationship can be reduced to the problem of frequent subgraph mining (Srikant & Agrawal, 1996) on the activity graph. The greater the number of frequent activity subgraphs between two groups, the greater is the similarity between the two graphs. A key challenge is the construction of the activity graph itself, since the information required for it is not directly available from the game logs. Since the only available information is samples of activities of the group, it is non-trivial to determine points in time when the group came together and when it disbanded. Obtaining groups from social network data is an active area of research in computer science (Girvan & Newman, 2002; Newman, 2004; Pathak, DeLong, Banerjee, & Erickson, 2008; Reichardt & Bornholdt, 2006; Tyler, Wilkinson, & Huberman, 2003), and the EQII data provide us with unique challenges to push the state of the art.

Testing of various hypotheses regarding trust, social capital, and expertise requires developing quantitative metrics for them, since computing these variables is not easy given their subjective nature. However, by defining a scope for specific situations, such as defining the “knowledge base” for an expert (e.g., knowledge regarding developing a character in EQII), does help in concretizing the problem. Despite this, deriving a true indicator of subjective concepts such as trust, social capital, and expertise, even in specific situations, is a problem (M. A. Ahmad & Srivastava, 2008; Kim et al., 2008; Kim & Srivastava, 2007; Liu et al., 2008). Such techniques will also require additional computational methods for tracking dynamics over time. Because it is difficult to operationalize such concepts, we have sometimes had to use only survey data and then looked to behavioral data for validity checks only.

Challenges in Managing the Collaboration

Managing a project with more than 20 members of the research team spread across four campuses is also a challenge. Moreover, this is a multidisciplinary
team, and different disciplines are likely to view the data from unique lenses. Taking advantage of this diversity is a fortunate but formidable challenge. Our major cultural challenges come from having different terms for the same concepts, different target journals in mind, and different mindsets in general. Terminology is an easy fix as it requires only stopping and asking for a definition (usually followed by an “Ohhh”). Publishing is stickier because while the team members may be willing to push into new areas, their home disciplines might not be as open minded. This is an area for compromise and for educating tenure committees. The different mindsets represent an opportunity and a place for true interdisciplinarity to shine. For example, the computer scientists on our team are not often concerned with what they would call “domain knowledge.” Their preference is to have a “feature set” given to them and to tackle the algorithms. The social scientists are not concerned with how the calculations will scale on the cloud array. Their preference is to get good, clean, and trustworthy results. So long as each group spends some time listening to the other, these issues are more complementary than divisive.

The measures we have taken to build a resilient team and to capitalize on the diverse expertise of team members include:

- Conducting biweekly meetings of the entire team using online screen-sharing conferencing and an audio-conferencing service.
- Holding biweekly meetings of the Principal Investigators to coordinate project management and to set strategic directions for the project.
- Convening a face-to-face conference of the team twice a year.
- Setting up more than eight project teams composed of personnel from different physical locations to ensure that we integrate perspectives across sites. Each team addresses different issues, such as economics, group dynamics, etc., and each must have a faculty member and at least one computer scientist and social scientist.
- Developing a data management plan to prioritize and manage requests relevant to the database.

CONCLUDING THOUGHTS

As the examples indicate, one hallmark of this project is the great potential it has for yielding new knowledge about virtual worlds, and potentially about the real world. Whether the latter can be delivered depends on proving the verisimilitude of behavior in the world of EQII and the real world, which remains to be tested. This “mapping” principle is explored in greater detail in Williams (in press). A second hallmark is the extreme complexity of the computational tasks involved. This project continues to require innovative approaches, both in terms of data
management and data processing. There are also challenges in managing a team
that is very dispersed and interdisciplinary.

This leads us to our main methodological conclusion about the effort. The
unobtrusive nature is of course a great boon to data quality, but the sheer com-
prehensiveness of the data is both a blessing and a curse as well. The project in a
sense offers a reminder of the old saw “be careful what you ask for because you
just might get it.” Social scientists like us have for years wished we could have
large and perfect datasets describing social and group phenomena, but we had
also always assumed that our current tools would let us tackle such data seam-
lessly. Not so. New data will continue to require new methods as well because
our current ones do not always scale. We suspect that this issue is not going away.
Indeed, we expect that it will become more common. The future no doubt holds
ever-larger behavioral datasets as more of our daily lives becomes incorporated
into online experiences and simple online storage. These massive data are troves
for researchers, but they will offer a non-standard series of challenges as we try
to operationalize our core theories into new tests.
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