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ommunication networks are the patterns
Cof contact between communication part-
ners that are created by transmitting and ex-
changing messages through time and space.
These networks take many forms in contem-
porary organizations, including personal con-
tact networks, flows of information within
and between groups, strategic alliances be-
tween firms, and global network organiza-
tions, to name but a few. This chapter exam-
ines the theoretical mechanisms that theorists

University of Southern California

Networks

and researchers have proposed to explain the
creation, maintenance, and dissolution of
thee divese and complex intra and interorg-
anizational networks. This focus provides an
important complement to other reviews of the
literature that have been organized on the ba-
sis of antecedents and outcomes (Monge &
Eisenberg, 1987) or research themes within
organizational behavior (Brass & Krackhardt,
in press; Krackhardt & Brass, 1994).

AUTHORS NOTE: Nationd Science Foundation Grants ECS-94-27730, SBR-9602055, ad 11S-9980109
supported preparation of this chapter. We wish to express our appreciation to George Barnett, Steve
Corman, Marya Doerfel, Andrew Flanagin, Janet Fylk, Caroline Haythornthwaite, Maureen Heald, Fred
Jablin, David Johnson, David Krackhardt, Leigh Moody, Linda Putnam, Heidi Saltenberger, Stan
Wasserman, Rob Whitbred, and Evelien Zeggdlink for helpful comments on earlier drafts of this chapter.
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hapter begins with a brief overview of
rork analysis, an examination of the rela-
p between formal and emergent net-
and a brief discussion of organiza-
forms. The core of the chapter focuws
{cn families Of theories and their respective
= tcal Mechanisms that have been used to
1 the emergence, maintenance, and dis-
: utpn of communication networks in orga-
Atonal research. These are (a) theories of
terest (socid capitd theory and transac-

ge. resource dependency, and network or-
izatonal forms), (d) contagion theories
jalinformation processing, social cogni-
theory,inditutiona  theory,  dructurd  the-

of action),(e) cognitive theories (semantic
atworks, knowledge structures, cognitive so-

al‘structures, cognitive consistency), (f) the-
es of homophily (social comparison theory,
ocial identity theory), (g) theories of proxim-
'(physical and electronic propinquity), (h)
ertaintyreduction and contingency theo-
‘es (i) socialsupport theories, and (j) evolu-
ary theories.The chapter concludes with a
iscussion of anagenda for future research on
emergence and evolution of organizational

munication networks.

NETWORK ANALYSIS

Network analysis consists of applying - set
20f relatinn e to,am identified cet of entities. In
She context of organizational communica-
“tion, network analysts often identify the enti-
ties as people who belong to one or moreor-
nizations and to which are applied one or
¥nore communication relations, such as*‘pro-
vides information o “gets information
from " and “communicates with.” It is also
common to USe work groups, divisions, and
entire organizations as the set of entities and
to explore avariety of relations such as ‘““col-

laborates with,” “subcontracts with,” and !
‘joint  ventures with.’
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Relations in a World of Attributes

Relations are central to network analysis
because they define the nature of the commu-
nication connections between people, groups,
and organizations. This focus stands in sharp
contrast to other areas of the social sciences,
which have tended to study attributes, the
characteristics of people, groups, and organi-
zations rather than the relations between
them. Relations possess a number of impor-
tant properties, including the number of enti-
ties involved, drength, Symmetry, transitivity,
reciprocity, and multiplexity. A large litera-
ture exists that describes these properties and
other fundamentals of network analysis, in-
cluding network concepts, measures, meth-
ods, and applications (see, e.g., Haythorn-
thwaite, 1996; Marsden, 1990; Monge, 1987,
Monge & Contractor, 1988; Scott, 1988,
1992; Stohl, 1995; Wasserman & Faust, 1994;
Wigand, 1988). Since the focus of this chapter
is on theory and research results it is not fea
sible to further explore the details of network
analysis. However, in addition to the refer-
ences cited above, Tables 12.1, 12.2, and 12.3
(from Brass, 1995h) summarize maor net-
work concepts. These tables describe mea-
ares of network ties measures assgned to in-
dividuals, and measures used to describe
entire networks.

Network linkages

Network linkages are created when one or
more communication relations are applied to
a set of people, groups, or organizations. For
example, in organizational contexts Farace,
Monge, and Russell (1977) identified three
distinct important communication networks in
terms of production. maintenance, and inno-
vation linkages.

Other kinds of communication linkages are
possible. For example, Badaracco (1991) dis-
tinguished two types of knowledge, which he
called migratory and embedded, each associ-
ated with a different type of linkage. Migra-
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TABLE12.1

Typical Social Network Measures of Ties

i
! Measure

Definition

Example

Indirect links

Path between two actors is mediated

by one or the other

Ais linked to B, B is linked to C; thus
A is indirectly linked to C through B

A talks to B 10 times per week:
A has been friends with B for 5 years
A and B are friends, they seek out each

other for advice, and work together

A and B are close friends, or spend

much time together

Work flows from A to B, but not from

Frequency How many times, or how often
the link occurs

Stability Existence of link over time

Multiplexity Extent to which two actors are
linked together by more than one
relationship

Strength Amount of time, emotional intensity,
intimacy, or reciprocal services
(frequency or multiplexity often
used as measure of strength of tie)

Direction Extent to which link is from one
actor to another

Symmetry Extent to which relationship is

bi-directional

Bto A

A asks B for advice, and B asks A for

advice

SOURCE: Reprinted from D. ). Brass. “A Social Network Perspective on Human Resources Management.” in G. R. Ferris
(Ed). Research in Personnel and Human Resources Management, Vol 13. Copyight (995, p. 44, wih pemission from Elsevier

Science.

tory knowledge is that information that exists
in formsthat are easily moved from one loca-
tion, person, group, or firm to another. Migra
tory knowledge tends to be contained in
books, designs, machines, blueprints, com-
puter programs, and individual minds, all of
which encapsulate the knowledge that went
into its creation. Embedded knowledge is
more difficult to transfer. It “resides primarily
in specialized relationships among individuals
and groups and in the particular norms, atti-
tudes, information flows, and ways of making
decisions that shape their dealings with each
other” (Badaracco, 1991, p. 79). Craftsman-
ship, unique talents and skills, accumulated
know-how, and group expertise and synergy
are al difficult to transfer from one place to

aoross  organizationl  or  even divisond  bo
daries.

product link is an arrangement whereby 2
company relies on “an outside ally to mant,
facture pat of its product line or to build COM5
plex components that the company had PrEVE:
ously made for itself’ (p. 11). Knowledge.
links are alliances whereby companies >+,
“to learn or jointly create new knowledge and

capabilities’ (p. 12). These “aliances are o

ganizational arrangements and operating P
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TABLE 122 Typical Social Network Measures Assigned to Ir.z~ zual Actors

Measure Definition

chl’ee Number of direct links with other actors
In-degree Number of directional links to the actor from other aziorz :~-zzming links)
Out-degree Number of directional links from the actor to other 3cipms >.z-toming links)

Range (diversicy, Number of links to different others (others are defined 25 Z~z"2nt to the extent

that they are not themselves linked to each other, or repr=s=": ¢ifferent groups
or statuses)

Closeness Extent to which an actor is close to, or can easily reach z' o~z =ther actors in
the network. Usually measured by averaging the path disz=: direct and
indirect links) to all others. A direct link is counted as I, imci~=23 links receive
proportionately less weight

Bctweenness Extent to which an actor mediates, or falls between any ¢=" #¢ actors on the
shortest path between those actors. Usually averaged azrast z! possible pairs in
the network

Ccntraﬁty Extent to which an actor is central to a network. Varicus —ezs_res (including
degree, closeness, and betweenness) have been used as 1~Z-==:2rs of centrality.
Some measures of centrality weight an actor’s links to ¢t~z =« centrality of
those others

Prestige Based on asymmetric relationships, prestigious actors arz T"% =cject rather than
the source of relations. Measures similar to centraht/ are =cazted by

accounting for the direction of the relationship (i.e., in-C'-:»g‘-‘:f

Role

Star An actor who is highly central to the network

Liaison An actor who has links to two or more groups that wouiz c=2~wise not be
linked, but is not a member of either group

Bridge An actor who is a member of two or more groups

Gatekeepe- An actor who mediates or controls the flow (is the singlz =« Cetween one part
of the network and another

Isolate An actor who has no links, or relatively few links to gthes

~—=z from D, J. Brass. “A Social Network Perspective on Human Rescurces “z-zgament,” in G. R Feris
(SEdA)_ Researc- » *z:sennef and Human Resources Management. Vol. 13. Copyright 1593, £ 43 w<<h permission from Elsevier
Cience.

Cleg through = hich separate organizations Research on in:srorganizational linkages
share admiri:==tive authority, form social began almost 40 vz:s ago with the work of
lll\kx and =z:z:zpt joint ownership, and in Levine and White 1961) and Litwak and
\\]mh looser. ~ore open-ended contractual Hylton (1962), whisz spawned a quarter cen-
dtrangements ~zplace highly specific, arm’s tury’s worth of 1nz2rest on the exchange of

lk‘nglh contra-:" (Badaracco, 1991, p. 4). goods and materizi resources (see, edg.,
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TABLE 12.3 Typical Social Network Measures Used to Describe Networks,

Measure Definition
Size Number of actors in the network
Inclusiveness Total number of actors in a network minus the number of isolated actors (not

connected to any other actors). Also measured as the ratio of connected actors
to the total number of actors

Component Largest connected subset of network nodes and links. All nodes in the
component are connected (either direct or indirect links) and no nodes have
links to nodes outside the component

Connectivity Extent to which actors in the network are linked to one another by direct or
(reachability) indirect ties. Sometimes measured by the maximum, or average, path distance
between any two actors in the network

Connectedness Ratio of pairs of nodes that are mutually reachable to total number of pairs o
nodes

Density Ratio of the number of actual links to the number of possible links in the
network

Centralization Difference between the centrality scores of the most central actor and those of

all other actors in a network is calculated, and used to form ratio of the actual
sum of the differences to the maximum sum of the differences

Symmetry Ratio of number of symmetric to asymmetric links (or to total number of links)
in a network

Transitivity Three actors (A, B, C) are transitive if whenever A is linked to B and B is linked
to C, then C is linked to A. Transitivity is the number of transitive triples divided
by the number of potential transitive triples (number of paths of length 2)

SOURCE: Reprinted from D. J Brass. “A Social Network Perspective on Human Resources Management” in G. R. Ferris
(Ed.). Research in Personnel and Human Resources Management, Vol. |3, Copyright 1995, p. 44, with permission from Elsevier

Science.
Mitchell, 1973; Warren, 1967). More recent nizations without the involvement of specific
work has focused on communication, infor- organizational roles or personalities (e.g.. rou-
mation, and knowledge linkages (Gulati, tine data transfers between banks). A represen-
1995). Eisenberg et al. (1985) developed a tative linkage occurs when a role occupant
two-dimensional  typology of interorgani- who officially represents an organization
zational linkages based on linkage content within the system has contact with a represen-
ad linkage leve. The contet dmenson s tative of another organization (e.g., an inter-
arated material content from symbolic or in- agency committee to formulate joint policies).
fomdiond contet. The levd dmendon ds The emphasis here is on the official nature of
tinguished three forms of exchange. the transaction and the representative capact:
Esrbeg & d. (1985) dae fies of the individuds Finally. apersonal link-
age occurs when an individual from one orga-
An institutional linkage occurs when informa- nization exchanges information or material

tion or materials aré exchanged between orga- with an individual in another organization. but




in a nonrepresentative or private capacity (i.e.,
T,via friendship or “old school” ties). (p. 237,
emphasis N the original).

ormal Versus Emergent Networks

Historically, organizational communica-
tion scholars have made important theoretical
. and empirical  distinctions  between formal and
emergent networks. Theoreticaly, the notion
Fof “emergent network” was a designation that
origindly differentiated informal, naturally
“occurring networks from formal, imposed, or
#mandated” networks (Aldrich, 1976), the lat-
ter of which represented the legitimate author-
ity of the organization and were typically re-
flected by the organizational chart. The
formal networks were presumed to aso repre-
sent the channels of communication through
which orders were trangmitted downward and
information  was transmitted  upward  (Weber,
1947). Early organizational theorists were
avare that the forma organizationa structure
failed to capture many of the important as-
pects of communication in organizations and
discussed the importance of informal commu-
nication and the grapevine (Barnard, 1938;
" Follett, 1924). Severa scholars developed
ways to study the grapevine and informa net-
? « works such as Davis's (1953) episodic com-
munication in channels of organizations
(ECCO) analysis, a technique for tracing the
. person-to-person  diffusion of rumors or other
items of information in an organization.
Researchers have provided considerable
. evidence over the years for the coexistence of
the two networks. For example, using a vari-
ant of ECCO analysis, Stevenson and Gilly
(1991) found that managers tended to forward
. problems to personal contacts rather than to
formaly designated problen solvers, thus by-
. Passing the formal network. Similarly, Al-
- brecht and Ropp (1984) discovered that
“workers were more likely to report talking
about new ideas with those colleagues with
whom they dso discussed work and persond
matters, rather than necessarily following pre-
scribed  channels  based  upon  hierarchicad  role
relationships’ (p. 3). Stevenson (1990) argued
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that the influence of forma organizational
dructure on the emergent dructure could be
best understood on the basis of a datus differ-
ential model. In a study of a public transit
agency, he found evidence that the socid dis
tance across the hierarchy reduced the level of
communication between higher- and lower-
level employees, with middielevel employees
saving as a buffer.

An important rationale for studying emer-
gent communication networks has evolved
out of the inconclusive findings relating for-
mal organizational structure to organizationa
behavior (Johnson, 1992, 1993; see also
McPhee & Poole, Chapter 13, this volume).
Jablin's (1987) review of the empirical re-
search on forma organizational structures
pointed to the inconclusive nature of studies
involving structural variables such as hierar-
chy, size, differentiation, and formalization.
More recently, a series of meta-analytic dud-
ies has concluded that the relationships be-
tween forma structure, organizationd  effec-
tiveness (Doty, Glick, & Huber, 1993; Huber,
Miller, & Glick, 1990), and technology
(Miller, Glick, Wang. & Huber, 1991) are
largely an atifact of methodologica designs.
The fact that forma structurdl varisbles have
faled to provide much explanatory power has
led several scholars to argue that emergent
structures are more important to study than
forma dructures because they better contrib-
ute to our understanding of organizationa be-
havior (Bacharach & Lawler, 1980; Krack-
hardt & Hanson, 1993; Krikorian, Seibold, &
Goode, 1997; Roberts & O’Reilly, 1978;
Roethlisberger & Dickson, 1939).

These problems with forma structures and
the recent priority given to emergent structure
have prompted scholars to develop network
measures that capture in emergent networks
the key concepts used to describe forma orga
nizationd  sructure.  For example, Krackhardt
(1994) has developed four measures of infor-
ma  dructure-connectedness,  hierarchy,  effi-
ciency, and least-upper-boundedness (unity-
of-command)-that map onto theories of an
organization's formal organizational struc-
ture.
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Further, the increased use of new com-
puter-mediated communication systems has
spawned research that uses formal organiza-
tional structure as a benchmark against which
to compare communication networks that
emerge in an electronic medium. Severa in-
teresting, though somewhat conflicting, find-
ings have emerged. In a two-year study of
over 800 members of an R&D organization,
Eveland and Bikson (1987) found that elec-
tronic mail served to augment, and in some
cases complement, formal structures. On the
other hand, Bizot, Smith, and Hill (1991)
found that electronic communication patterns
corresponded closely to the formal organiza-
tional structures in a traditionally hierarchical
R&D organization. Lievrouw and Carley
(199 1) argued that new communication tech-
nologies might usher in a new era of ‘“telesci-
ence” by offering alternatives to the tradi-
tional organizational structures in universities
and industry. However, Rice (1994b) found
that the electronic communication structures
initially mirrored formal organizational struc-
tures, but these similarities diminished over
time. Hinds and Kiesler (1995) explored the
relationship between formal and informal net-
works in a telecommunications company.
They found that communication technologies
were increasingly used as a tool for lateral
communication across formal organizational
boundaries; this finding was most pronounced
for technical workers.

The literature comparing face-to-face or
mediated emergent communication structures
with formal structures generally demonstrates
a “pro-emergent bias.” That is, the theory and
empirical evidence focus on the advantages of
informal communication to individuals and
organizations. However, Kadushin and
Brimm (1990) challenged the assumption that
three types of emergent networks, (@) the
shadow networks (the “real” way things get
done), (b) the social interaction networks, and
(c) the career networks (the venue for
so-called networking) aways serve to aug-
ment the limitations of the organization’s for-
mal network. Instead, they argued that these
three informal networks frequently work at

cross-purposes, thereby restricting rather tha:f
promoting the organization’s interests. In 25
study of senior executives in alarge, interpa?
tional high-technology company, they foupq s
that by saying, “Please network, but don’t},oui
dare bypass authority,” organizations creat
what Bateson (1972) called a “double bind»
choice situation where each alternative cqq
flicts with the others. They argued that *
important first step is to recognize the incom.:
patibilities between emergent network struc.’
tures and corporate authority structures and g,
move this inconsistency from the realm of
double bind to the domain of paradox” (Ka.-
dushin & Brimm, 1990, p. 15).

Clearly, there is continuing scholarly inter- i3
est in the study of the differences between for.
mal and emergent networks in organizations,.
Ironically, however, the distinction between
formal and informal structures in organiza-
tions has diminished sienificantlv jn recent
years and may become increasingly irrelevant
in the coming decade. Reasons for this center
on shifts in organizational structure and man--
agement philosophy. Prominent among these
are changes to more team-based forms of or-
ganizing, the adoption of matrix forms of or--
ganizational structure (Burns & Wholey,
1993), and shifts to network forms of organiz-
ing (Miles & Snow, 1986, 1992, 1995;
Monge, 1995). At the core of these changes
has been the explosion of lateral forms of
communication (Galbraith, 1977, 1995) made
possible by new information technologies that
facilitate considerable point-to-point and
broadcast communication without regard for
traditional hierarchy.

These developments have eroded the dis- -
tinction between prior structural categories
used to characterize organizations, specifi-
cally, between formal and informal and/or be-
tween formal and emergent. Contrary to tradi-
tional views, contemporary organizations ar¢
increasingly constructed out of emergent
communication linkages, linkages that art
ephemeral in that they are formed, main-
tained, broken, and reformed with consider-
able ease (Pamer, Friediand, & Singh, 1986)-
As Krackhardt (1994) says,



‘An inherent principle of the interactive form is
that networks of redions span across the en-
i tire organization, unimpeded by preordained
mal Structures and fluid enough to adapt to
ijmmediate technologicd  demands.  These rela-

Create tions can be multiple and complex. But one
'Ind,” 3 ‘characteristic they share is that they emerge in
© con- %1 the Organization, they ae not preplanned. (p.
at “an 18, emphasis in the origina)

ncom-

Struc- i e networks that emerge by these processes
andto g d the organizations they create are called
"}m of % ‘atwork and organizational forms. Both are

(Ka- gg\}iewed in the following section.

inter-

n fOl’-

ttions,

“ween

niza- " Communication network patterns that re-
‘ecent “éur in multiple settings are called network
evant forms. An early theoretical article by Bavelas
senter (1948) based on Lewin's (1936) psychologi-
man- cal field theory identified a number of
these small-group communication network forms in
’f or- organizations, including the chain, circle,
f or- wheel, and comcon (completely connected),
oley, ‘and theorized about how the different forms
aniz- “processed information. These network forms
1995; .. varied in the degree to which they were cen-
tnges tralized, with the wheel being the most cen-
15 of tralized and the comcon the least centralized.
made This theoretical article and an imaginative
i that -experimental design created by Leavitt (19.5 1)
and generated hundreds of published articles over
i for " some 25 years. The primary focus of these ef-

) forts was the impact of information process-
d_ls' ing via the different network forms on produc-
ories tivity and satisfaction (see Shaw, 1964, for a
cifi- review of this literature). Two prominent find-
rb‘?’ ings emerged from this research. First, cen-
radi- tralized organizations were more efficient for
s are routine tasks, while decentralized networks
gent were more efficient for tasks that required cre-
are ativity and collaborative problem solving.
-ain- Second, people in decentralized organizations
der- were more satisfied with the work processes
86). than people in centralized organizations, with

the exception in the latter case that the central
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person in centralized networks was extremely
satisfied. Unfortunately, little further theoreti-
cal development accompanied this plethora of
empirical research. As a result, this line of in-
quiry has essentialy died; almost no articles
have been published on small-group network
forms in organizations during the past 20
years.

Organizational structures, including com-
munication networks, that share common fea-
tures or patterns across a large number of or-
ganizations are called organizational forms
(McKelvey, 1982). Weber (1947) argued that
bureaucracy was the universal organizational
form. Three principa theoretical mechanisms
that created bureaucracy were rationalization,
differentiation, and integration. Rationaiza
tion occurred by specifying legitimating in-
structions that produced standard operating
procedures, thus leaving little opportunity for
individual autonomy. Rationalizing the net-
work meant specifying who could say what to
whom, often summarized by the injunction
that commands should flow downward and in-
formation upward in the bureaucracy. Differ-
entiation was the process of breaking work up
into its various components. This often led to
job specialization particularly as production
processes proliferated and increased in size
and complexity. As work became differenti-
ated, the various parts needed to be coordi-
nated, and thus processes of integration came
into operation. Weber argued that bureaucracy
differentiated along vertical organizational
lines and primarily integrated that way as
well. Bureaucracy allowed little room for lat-
eral, cross-level, or cross-boundary communi-
cation networks, that is, informal or emergent
networks, a feature for which it has been fre-
quently criticized (Heckscher, 1994).

Miles and Snow (1986, 1992) identified
four major organizational forms that have de-
veloped over the past century: (a) the tradi-
tional functional form, which emerged during
the early part of the century; (b) the divisional
(or multidivisional) form, which was begun
by Alfred P. Sloan at General Motors in the
1940s (see Chandler, 1977); (c) the matrix
form, which evolved during the 1960s and

L
-
i
2

e
e

e

4y R

o
B ey

e e

S o s s+

Lkt 0 N AR 17 N PONE R 1y o P g b T3 00

A L



448 ’ Structure

1970s; and (d) the network form, which has
emerged over the past decade. Miles and
Snow (1992) argue that each of these forms
contains its own operating logic, or in terms of
this chapter, theoreticdl mechanism. The func-
tional form uses a logic of “centrally coordi-
nated specialization” (p. 58), which enables it
to efficiently produce a limited set of stan-
dardized goods or services for a stable, rela-
tively unchanging market. The divisiona
form operates by a logic of “divisond auton-
omy with centrally controlled performance
evaluation and resource allocation” (p. 60).
Divisons produce separate products or focus
on separate markets but are collectively ac-
countable to centralized authority through
their communication networks. The ability to
develop new divisions enables the multidi-
visional form to pursue new opportunities in
changing markets. The matrix form combines
the operating logic of functional and multidi-
visional forms, using the functiona form to
produce standardized goods and services and
the shared resources of the multidivisiona
form to explore new opportunities via project
groups or teams. The network form uses flexi-
ble, dynamic communication linkages to con-
nect multiple organizations into new entities
that can create products or services.

THEORETICAL MECHANISMS
TO EXPLAIN THE EMERGENCE
OF NETWORKS

Communication network analysis falls with-
in the intellectual lineage of structural analy-
sis, which has had a long and distinguished
history. In sociology, Herbert Spencer (1982)
and Emile Durkheim (1895/1964) are often
credited  with introducing  structural  concepts
into sociological thinking. In anthropology,
Radcliffe-Brown (1952/1959) incorporated
structural-functionalist ideas into his water-
shed analysis of cultures. And in linguistics,
structural thinking can be traced to the pio-

neering work of de Saussure (1916/1966),
Most dructurd analyses of organizations and
communication can be located in one of three
traditions. positional, relational, and cultural.

The positional tradition is rooted in the
classical work of Max Weber (1947), Talcott
Parsons (1951}, and George Homans (19.58).
Organizational  dructure is viewed as a pattern
of relations among positions. Sets of organi-
zational roles are associated with positions
and specify designated behaviors and obliga-
tory relations incumbent on the people who
assume the positions. The positions and at-
tached roles congtitute the relatively stable
and enduring structure of the organization in-
dependent of the people who fulfill the roles.
This tradition leads to the view that positions
and roles determine who communicates with
whom, and consequently, the communication
structure of the organization. White, Boor-
man, and Breiger (1976) and Burt (1982) have
developed the most significant recent posi-
tional theories applicable to organizational
communication under the rubric of structurd
equivaence. This theory argues that people
maintain attitudes, vaues, and beiefs conss
tent with their organizational positions irre-
spective of the amount of communication that
they have with others in their organizational
networks. The positional tradition has been
criticized for its inability to take into account
the active part individuals play in creating and
shaping organizationa structure (Coleman,
1973, Nadel, 1957; White et a., 1976).

The relational tradition focuses primarily
on the direct communication that establishes
and maintains communication linkages.
Taken collectively, these linkages create an
emergent communication structure that con-
nects different people and groups in the orga
nization irrespective of their formal positions
or roles. Rooted in systems theory (Bateson,
1972; Buckley, 1967; Watzlawick, Beavin, &
Jackson, 1967), the relational tradition em-
phasizes the dynamic, constantly changing,
enacted nature of structure created by repeti-
tive patterns of person-to-person message
flow. Rogers and Kincaid (195 1) claim that




7 e dominant tradition in organizationa

ations and communicatiOn.

1€ Of three - The cultural tradition examines symbols,
d cultyry) heanings, and interpretations of messages
ted in tpe transmitted through communication net-
), Taleog works. As pait of the resurgence of interest in
ns (1958) organizational culture (Frost, Moore, Louis,
S @ pattery Lundberg, & Martin, 1985), much of the work
of organ; has been based on Giddens's (1976, 1984)
bositions writings on structuration, which attempt to ac-
1d obliga. | ~ount for both the creative and constraining
‘ople whq

ec st0 Bocial structure. These studies are

s and a- characterized by an explicit concern for the
ly stable "continual production and reproduction of
zation in- meaning through communication, examining
the_ roles. ‘simultaneously how meanings emerge from
positions “interaction and how they act to constrain sub-
-ates with “sequent interaction. The culturdl tradition has
unication “spawned recent work on semantic networks
e, Boor- _(Monge & Eiserberg, 1987) described later in
’82) hav'e " this chapter. These three traditions are dis-
ent posi- cussed in greaster detail in Monge and
'12ational ' Eisenberg  (1987).
structural ~ Although interesting and useful, these net-
Ist foel?fle ‘work traditions focus attention at a
‘ns ir:Z- metatheoretical  level and fail to specify the
tion that theoretical mechanisms that _dw_crlbe how
izationa pepplt_a, groups, _and org_anlzatlons forge,
a5 been maintain, and dissolve linkages. Further,
account while a number of scholars over the past de-
ting and cade have caled for greater explication of net-
‘oleman, work theory (eg., Rogers, 1987, Salancik,
1995; Wellman, 1988), amost none have pro-
timarily vided it. Findly, while severd reviewers have
sblishes identified theories that are applicable to net-
nkages work research within and between organiza-
-eate an tions (Brass & Krackhardt, in press;
1at con- Galaskiewicz, 1985; Grandori & Soda, 1995;
e orga- Mizruchi & GaIaSkiaNiCZ, 1994; anlth,
ositions Carroll, & Ashford, 1995), none have system-
3ateson, atically explored the theories and their theo-
avin, & reticl  mechanisms.
on em- This chapter addresses these omissions in
anging, the organizational communication network
repeti- literature by focusing on the role of theory and
1essage theoreticall mechanisms in explaining the
| that it emergence Of communication networks. More

Specificaly, it examines the extant organiza-
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tional literature using a network perspective
with specia attention to the mechanisms that
help explain the emergence of networks. This
review will demonstrate that a wide array of
theories is amenable to network formulations.
In some cases, different theories, some using
similar theoretical mechanisms, offer similar
explanations but at different levels of andyss.
The review will aso underscore the consider-
able variation in the depth of conceptua de-
velopment and empirical research across the
different theories and theoreticd mechanisms.
Since the chapter focuses on theoretical
mechanisms, many other interesting network
articles that have little or no bearing on these
issues have not been included. The theories
and their theoreticd mechanisms ae summa
rized in Table 124.

Theories of Self-Interest

Socia theorists have long been fascinated
by self-interest as a motivation for economic
and other forms of socia action (Coleman,
1956). Theories of sdf-interest postulate that
people make what they believe to be rational
choices in order to acquire personal benefits.
The strong form of this theoretical mechanism
stipulates that people attempt to maximize
their gains (or minimize their losses). The
weaker theoretical form says that people
“satisfice” rather than maximize, which
means that people choose the first good dter-
native they find rather than exploring al alter-
natives and selecting the best. Two theories of
self-interest that have been used to explore
communication network issues are examined
in this section: the theory of socia capital and
transaction cost economics theory.

Theory of Social Capital

The deployment of social capita (Cole-
man, 1988) in networks is best represented in
Burt's (1992) theory of structural holes. This
theory argues that people accumulate socia
resources, or “social capital,” which they in-
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TABLE 12.4 Ten Families of Theories and Their Theoretical Mechanisms to Explain the Emergence of Networks

Mg S il Pl oo

Theories

Theoretical Mechanisms

Relevant Organizational Variables

|I. Theories of self-interest
Theory of Social Capital
Theory of Structural Holes
Transaction Cost Economics Theory

2. Theories of mutual self-interest and
collective action
Public Goods Theory
Critical Mass Theory

3. Exchange and dependency theories
Social Exchange Theory
Resource Dependency Theory
Network Organizations

4. Contagion theories
Social information Processing  Theory
Social Learning Theory
Institutional Theory
Structural Theory of Action

5. Cognitive theories
Semetic and Knowledge Networks
Cognitive Social Structures
Cognitive  Consistency theories
Balance Theory
Theory of Cognitive Dissonance

Investments in opportunities
Control of information flow
Cost minimization

Joint value maximization
Inducements to contribute
Number of people with resources and interests

Exchange of valued resources (material or information)

Exposure or contact leading to:
Social influence
Imitation, modeling
Mimetic behavior
Similar positions in structure and roles

Cognitive mechanisms leading to:
Shared interpretations
Similarity in perceptual structures
Drive to restore balance
Drive to reduce dissonance

Employee autonomy, flexibility
Employee effectiveness

Employee efficiency

Organizational innovation

Coordination by markets and hierarchies

Contributions to collective good
Mobilization of resources
Adoption of innovations

Power,  leadership
Trust and ethical behavior
Interorganizational linkages
Coordination by networks
Virtual organizing

General workplace attitudes
Attitudes toward technologies
Behavior through contagion
Interorganizational contagion

Shared interpretations on key organizational
Shared atrributions of other individuals
Shared perceptions of the social structure
Workplace attitudes such as satisfaction
Workplace behaviors such as turnover

concepts




Homophily theories
Social Comparison Theory
Social Identity Theory

7. Theories of physical and electronic
proximity
Physical Proximity
Electronic  Proximity

8. Uncertainty reduction and contingency
theories
Uncertainty Reduction Theory
Contingency Theory

9. Social support theories

10. Theories of network evolution
Structuration  Theory
Computation and Mathematical

Organizational ~ Theory
Organizational Life Cycle and
Developmental  Theories

Choose similar others as basis of comparison

Choose categories to define one’s own group identity

Influence of distance
Influence of accessibility

Choose commiuntcation links to reduce uncertainty

Choose communication links to gain or mobilize
social resources

Selection and retention

Duality of structure

Nomothetic non-linear generative mechanisms

Evolution of structures as a function of
life-cycle stages

Demographic variables such as age, tenure, gender,
and race

Workplace attitudes

Communication about innovation
Organizational  structural characteristics
Introduction of new technologies
Market exchanges

Interorganizational  conflict

Buffer social and psychologlcal stress
Coping with stress
General workplace attitudes

Foundings and extinctions
Change in network configurations, role configurations,
appropriation of new structures and media
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vest in socia opportunities from which they
expedt to profit. These investments ae lagdy
motivated by self-interest, defined as the re-
turn people expect to get on the socia capital
they invet. Newok “hdes’ ae thoe plaoss
in a network where people are unconnected.
Consequently, holes provide opportunities
where people can invest their socia capital.
To inves in, fill, or exploit thee holes people
link dretly to two or more unconnected oth
ers, thus creating indirect ties between the
people to whom they link. People who link
others by filling structural holes also enhance
their own structural autonomy because they
can control the information that flows be-
tween others. Conseguently, Burt (1992) ar-
gues that the diversity of individuals net-
works is a better predictor of their social
capital than network size. Researchers have
examined the relationships between social
capital and organizational effectiveness, effi-
dexy, ad innovdion. Each aea is revieved
bdow.

Social capital and effectiveness. Researchers
(Benass & Gargiulo, 1993; Burt, 1992) have
agued the newok linkeges eneble ad oo
strain the flexibility, autonomy, and there-
fore, the effectiveness of organizational
members. Consistent with Burt’'s (1992) ar-
gument, Papa (1990) found that organization
members with diverse networks across de-
patmats ad headhcd levds were dgnif-
icantly more likely to both increase produc-
tivity and hasten the speed with which this
change occurred. Similarly, Burt (1992)
found that the occurrence of structural holes
in managers' networks was positively corre-
lated with managerial effectiveness. How-
ever, he notes that this finding was not sup-
ported among female managers and recent
recruits, where effectiveness was correlated
with strong ties to others, Ibarra and An-
denss (1993) resach showed thet indvid
uals who were central in the advice and
friendship networks were more likely to per-
ceive autonomy in their work. Benass and
Gargiulo (1993) found that the flexibility of
managers in an Italian subsidiary of a multi-

national computer - menufedurer - significay,
dfeted ther likeihood of SUOCESS iN cqq,
nating critical interdependencies. Mang,
were rated as having high flexibility if .
thelr communication networks were -~
strained by a low level of aggregate j mterde.
pendencies and consultations with others ; in
their network, and (b) their commumcatxon
newok hed drudurd hoes among lhe
ple imposing these constraints. More
cently, Burt (1997) reports that social capity] gl
is especialy valuable for managers W|th few
pesrs becare such maneges do nat have s
guiding frame of reference provided by py.
merous competitors, or the legitimacy pro-
vided by numerous people doing the same
kind of work (p. 356). In addition, By
(1991) has developed computationa mea
sures of “structural autonomy” to assess th
level and distribution of constraints affecting
individuals in a network. ,

Walker, Kogut, and Shan (1997) tested
Burt's theory of sructurd hdes & the interor- -
genizationd leve. Ther resarch showed thet
developing and nurturing social capital in the
hiotechnology industy was a Sonificat fac-?
tor in “network formation and industry
growth” (p. 109). In the development of en- -
duing rdaionships firms choose to increese
social capital rather than exploit structural :
holes. However, they argue that “structural :
hole theory may apply more to networks of
maket transactions then to networks of coop- ©
erdive rdations’ (p. 109). In the case of ma
ket transactions, firms are not bound by the
structural constraint to cooperate over time -
ad may thedore be more indined to exploit
drudurd  holes

In related research, Baker (1987) found
tha organizdions with low levds of ddat inmt+
proved their autonomy in managing transac-
ions by edadiding communicaion rdation
ships with many, rather than one or a few,
investment banks. Kosnik (1987) found that
companies who had more outside directors,
expeddly dretors from firms thet hed trans-
adions with the focd firm, hed less autonomy
in engaging in “greenmail,” the private repur-
chase of company stock. In contrast, th




CEOs of firms that had more outside directors

had Oredter autonomy in negotiating “golden
5 rachute” pOlICIeS for the firms’ top execu-
sives (Cochran, Wood, & Jones, 1985; Singh

& Harianto, 1989; Wade, O’Reilly, & Chand-
ratat, 1990).

'Social capital and efficiency. Granovetter's
982) theory 0f the “strength of weak ties’
was also based on the premise that the people
with whom a person has weak ties are less
Sz fikely to be connected to one another; that s,
L he person is embedded in a structural hole.
“Consequently, the information obtained from
these weak ties 15 |ess likely to be redundant
and more likely to be unique, thereby making
weak ties “information rich.” Burt (1992) ar-
gued that being embedded in a structura hole
allows actors to be more efficient in obtain-
ing information. Using data from the 1985
and 1987 Genera Social Survey, Carroll and
Teo (1996) found that the members of man-
agers core discussion networks were less
likely to be connected to one another than
members of nonmanagers’ networks; conse-
. quently, nonmanagers core discussion net-
works were less efficient in obtaining infor-
mation. Contrary to conventional wisdom,
 Granovetter (1982) found that individuas
“were more likely to find jobs through their
weak ties than through strong ties or formal
; : listings. However, Lin, Ensel, and Vaughn's
%27 (1981) research showed that weak ties were
. effective only if they connected individuals
to diverse others who could provide nonre-
dundant  information.

:0-

tal

Social capital and innovation. The diversity
of information obtained from ties has also
been used to explain the introduction of inno-
rauons in organizationd - wogers {(1971)
noted that innovations were more likely to be
introduced to an organization by cosmopo-
lites, that is, people with diverse networks,
including several external to the organiza-
tion. In a study of the inventory and control
sydems of manufacturing  industries,  Newell
and Clark (1990) reported that British firms
were less innovative than their U.S. counter-

pats in part because they were less centra in
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their interorganizational communication net-
works. More recently, Burns and Wholey
(1993) found that hospitals that were cen-
traly located in an interorganizational net-
work were more likely to be early adopters of
an innovation (the matrix form of manage-
ment) than other hospitals in their network.
Brass (1995a) suggested that being embed-
ded in networks with gtructura holes can dso
enhance employees ability to provide cre-
ative solutions to organizational problems.

Extensions to social capital. Since the intro-
duction of the “social capita” concept in
1988 by Coleman, an impressive body of the
oretical and empirical evidence has demon-
strated its relevance. It was developed as a
concept distinct from “human capital,” which
focuses on the attributes of individuals, such
as seniority, intelligence, and education.
Many of the informal means by which indi-
viduals accrue socia capital rely on their
knowledge of the existing communication
networks. However, as the workforce moves
from being physically co-located to “virtua
environments,” it is unclear whether elec-
tronic forms of communication such as
email, which provide such things as digtribu-
tion lists and records of messages, make it
easier or more difficult for individuals to as-
sess the existing social structure. Hence, as
scholars examine the workforce of the 21st
century, there is a pressng need for research
that examines the distinctive strategies by
which individuals can identify structural
holes and thereby accumulate socia capital
in virtual organizations.

Transaction Cost Economics Theory

From the viewpoint of traditional eco-
nomic theory, the market was the classica or-
ganizational form, where buyers and sellers
communicated their intentions to each other,
and where supply and demand were presumed
to determine prices for goods. This is the pur-
est form of self-interest theory. By contrast,
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neoclassical economics examined the devel-
opment of hierarchical and verticaly inte-
grated forms as a more efficient aternative to
markets (Coase, 1937), though one that is
equally sdf-interested. However, over the past
decade important changes in theories and
views of organizationd structuring have been
occurring. A new organizational form, the
network organization, is emerging as an dte-
native to both markets and verticaly inte-
grated organizations. This section examines
these two traditiona organizational forms, the
market and hierarchies; the following section
explores the development of the new alterna-
tive, the network form.

Williamson (1975, 1985) developed trans-
action cost economics to explain the organiza
tion of economic activity. All organizations
require raw materiads or components to manu-
facture their own goods or services. Thus,
Williamson argued, organizations face a
choice between buying resources from other
firms or acquiring other firms in order to make
the suppliers goods or services a lower costs
than what they could buy them, what is fre-
quently called the buy-or-make decision. (It is
also possible to develop interna capabilities,
but this is generaly seen as a more expensive
option.) Williamson viewed the first aterna-
tive as governed by market mechanisms,
where an organization hunts for the best
prices among the alternative supplier firms.
“Transaction codts’ are the expenses associ-
aed with finding information about prices and
quality from the available firms and negotiat-
ing contracts. He saw the second dternative,
vertical integration, as governed by hierarchi-
cad forces, the administrative codts, including
communication, associated with managing
the interna production of acquired supplier
firms. Economic organizations, Williamson
argued, attempt to minimize transaction costs
by making a choice between markets and hier-
archies. Vertica integration, he sad, is the ef-
ficient alternative when the transaction costs
for markets are greater than the administrative
costs of production through hierarchicd own-
eship (Zgac & Olsen, 1993, p. 133). Clealy,
the theoretical mechanism in Williamson's

theory is efficient self—mtgrest. Organim;m
make self-interested choices among ajye;
tive organizational forms by attempnn;&
minimize the communication, mformaglC
search, and decision-making costs assogiy
with finding séllers in the market or acquiring
suppliers. It should be clear that thlsmm
nism is centered very much in the d :
framework of individua firms. The altemauvc
forms generated by this mechanism gige;:
considerably in the nature of their commum,
cation networks.

Gupta and Govindargan (199 1) have exs
tended Williamson's theory to the arena ;¢
multinational corporations. They argued y
governance in multinational corporations ¢cap
‘be viewed as a network of transaction cost ex
changes. Home offices govern subsidiaries by
regulating three critical transaction flows: "
«capital, product, and knowledge. The fact that “-
subsidiaries are located in different countries.
Creates different strategic contexts and com
ymunication problems that determine the mag:
nitude and direction of transaction flows.

A number of criticisms have been leveled
against transaction cost economics. Gran
ovetter (1985) observes that analyses of h
man and organizational economic behavior
generaly cluster at two ends of a continuumni
Traditional heoeconomics treats human be- :
havior and ingtitutiona action independent o
socid relations and interpersonad  communica-:
tion, a view that Granovetter calls an under-
socialized viewpoint. More reformist econo-
mists and sociologists (eg., Piore, 1975) tend:
to see economic action as severely con- \\l ,
strained by social influences, a position h'_«’
cals an oversocidized view. By contrast, >
Granovetter argues for a third aternative, that & .
economic behavior of both individuals and ©r,
ganizations occurs within existing communl-
cation structures and ongoing social relations, *
a position he calls the embedded view. “The :
embeddedness argument,” he says, ‘‘stresses :
instead the role of concrete persomal relations .
and structures (or ‘networks') of such rela-
tions” (p. 490). This view was supported by
Uzzi’s (1996) study of New York dress ap-
parel firms, which showed that “embed-




% js AN exchange system with unique
nities relative to markets and that
Srganized in networks have higher sut-
§i chances than do firms which maintain
“length market relationships’ (p. 674).
”course there are drawbacks to embed-
% . Just @ theory about the behavior of
dual people or organizations can be
vor undersocialized, S0 can organizations
verembedded or underembedded. As
pher (1993) says, “Too little embed-
%%& may expose networks to an erosion of
apportive tissue of socid practices and
tions. Too much embeddedness, how-
“may promote a petrifaction of this sup-
Q. e, tissue and, hence, may pervert net-
into cohesive coalitions against more
edical INnovations” (pp. 25-26). Similarly,
1" (1997), recognizing the paradox of

seddedness in the New York apparel econ-
y, identified three conditions that turn

embeddedness into a liability: “( 1) There is an
& reseeable exit of a core network player,
&inditutiona forces rationadlize markets, or
) overembeddedness characterizes the net-
k" (p. 57).
Another criticism developed by Gran-
ter (1985) and Powell (1990) is that the
dlchotomy between markets and hierarchies
'dqes not exhaust al of the important organiza-
ctional forms. Lazerson (1993) clams that “the
fa]sc promises of vertica integration have
imulated interest in aternative organiza-
nal forms that are neither hierarchies nor
markets” (p. 203). Williamson (1985, 1991)
acknowledged this possbility in his discus
3§9¥1 of aliances as hybrid forms. These, he
Said, exist between the other two and occur
When the transaction costs associated with
arket exchange are too high but not high
enough to justify vertical integration. How-
/0% a number of scholars, including Powell
(1990), have argued that at least one alterna-
tive, the network organization, is neither mar-
ket nor hierarchy in form. This issue is dis-
Cussed in a later section of the chapter.
Zajac and Olsen (1993) critiqued William-
SON’s perspeciive on two accounts. Trst, they
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pointed out that Williamson's analysis fails to
account for communication and other pro-
cesses encountered in the transaction costs
andysis. Instead, they proposed an aternative
three-stage process that they argue enables
firms to determine whether they should enter
into the relation. These three are the initial-
izing stage, the processing stage, and the
reconfiguring stage. During the first stage
each potential partner to the relation deter-
mines its own objectives, reviews exchange
aternatives, and begins exploratory contacts
to examine the feasibility of the relationships.
Here, Zgjac and Olsen (1993) contend, the
first rounds of exchange “often take the form
of preliminary communication and negotia
tion concerning mutual and individua firm in-
terests, and/or feasibility studies and general
information exchange” (p. 139). During the
second stage firms engage in both serial and
paralel information processing, “interfirm
communications . occurring  between  indi-
viduals & multiple organizational levels and
multiple functional areas’ (p. 140). The third
stage, reconfiguration, consists of evaluation
of the relationship followed by a return to e-
ther of the previous two stages to (a) seek rela
tional changes or (b) reaffirm the status quo.
In essence, this stage affirms the information
and communication network linkages on
which the organizational relations can be es-
tablished.

The second problem they identified is that
Williamson's view of transaction cost min-
imization takes the perspective of only one or-
ganization. This is an error, they clamed, be-
cause a relationship has two sides, both of
which should be included in any comprehen-
sve account. Thus, they argued that transac-
tion cost minimization from the perspective of
one firm be replace by a “joint value maximi-
zation principle” that focuses on the benefits
to both (or multiple) firms. More specificaly,
they propose that “value estimations of
interorganizational  strategies require that a fo-
cal firm consider the value sought by that
firm’s exchange partner. By taking the part-
ner's perspective, the focal firm can better es
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timate the value and duration of the interor-
ganizationd dtrategy, given that value and du-
ration are determined interdependently by
other firms™ (p. 137).

It is worth noting that Zgjac and Olsen’s
critique transforms the self-interest  theoretical
mechanism for creating organizational com-
munication networks into one that is jointly
rather than individually self-interested. Fur-
ther, it attempts to maximize collective vaue
rather than minimize individua costs. This
theoretical mechanism to account for the
emergence of communication networks, mu-
tua sdlf-interest, is reviewed more fully in the
following  section.

Theories of Mutual Self-Interest
and Collective Action

Collective action is a term that has been
broadly applied to a wide range of phenomena
in the social sciences, including organiza-
tional communication (Coleman, 1973). Its
main focus is on “mutual interests and the
possibility of benefits from coordinated ac-
tion” (Marwell & Oliver, 1993, p. 2) rather
than on individual self-interests. Samuelson
(1954) first articulated public goods theory to
explain how people could be induced to con-
tribute to collective goods in the public do-
main such as bridges, paks, and libraries. Ap-
plications of this perspective to the interactive
communication public goods of connectivity
and commundity have been made recently by
Fulk, Flanagin, Kaman, Monge, and Ryan
(1996).

The logic of collective action is based on
the assumption that individuals motivated by
sdf-interest will avoid investing resources in a
joint endeavor whenever possible, leaving
others to contribute their share even though dl
will benefit (Olson, 1965). This phenomenon
is known as “free riding.” Peer pressure is of-
ten applied to overcome this tendency to free
ride and serves to make individuals comply
with the need to contribute their fair share,
thus facilitating collective action. Original
formulations treated individuals as if they
were isolated and independent of others mak-

ing similar decisions, Oliver (1993), Markug
(1990), and Marwell and Oliver (1993) have’.
criticized this view and emphasized the im.
portence of the network of relations in ;o
people are embedded. Computer simy]ay; on
experiments by Marwell and Oliver (1993)
showed that the extent to which people are jp.
terconnected in communication network in
creases their willingness to support the ¢qljec.
tive good. Using a similar research strategy
Marwell, Oliver, and Prahl (1988) showed
that centralization and resource heterogeneity :
in the network influenced agoregate contriby-
tions to a collective good. _

Empiricd studies using collective action ag
an explanatory mechanism fall into two cate.
gories: the group’s mobilization as indexed by
its level of involvement, and the adoption of
innovations. Research using a collective ac¢
tion mechanism has focused on the effect of
the network on mobilization, as well as mor
specifically the adoption of innovations. Each
of thee two aess is discussed below.

Collective Action
and Mobilization

In a retrospective study of the insurgency -
in the Paris Commune of 1871, Gould (1991) -
underscored the importance of examining:.
multiple, partially overlapping networks in -
explaining the insurgents solidarity and com-
mitment. He found that the

importance of neighborhood identity and the -
patterns of arrests showed that preexisting so- -
cid ties among neighbors and organizational '
ties formed by the National Guard worked to--...
gether to maintain solidarity in the insurgent ;
ranks.. . , Cross-neighborhood solidarity could: :
not have emerged in the absence of enlistment -
overlaps that linked each residential area With-
Guard units in other areas. (p. 727)

Applied to organizational contexts, Gould’s
findings suggest that collective action is less
likdy to sucoesd if the infomd networks ¢ -
srudured 0 a5 to be ther isomophic with -




4 visting fomd ties or if they “completdy
, across prexising neworks' (p. 728).

- 1noke (1990, p. 5) examined the determi-

@ ts of member participation and commit-
ent among 8,746 regpondants from 35 “col-

993) fective action organizations,” professional
e in- ga';gociations, recedtionrd dubs and women's
S in- sociations. He discovered that “members

volvements in their collective action organi-
tions are enhanced by extensive communi-
tion neworks that plug them into the thick
fpolicy dsoussons goat from whetever de-
ee of interest they may have in particular
ipolicyissues” (p. 185). At the interorganiza-
‘tional level, Laumann, Knoke, and Kim
(1985) found thet hedith orgenizations central
in their industry’s communication networks
ere more involved in mobilizing efforts on
ational policy isues dfeding ther doman.
However, this relationship did not hold up
-among oOrganizations in the energy industry.
Lauman ¢ d. (1985 conduded thet central-
ity in a communiction rewok  wes more im-
portant in predicting collective action in in-
dudries that wee les inditutiondlized.

‘Collective Action and the
Adoption of [nnovations

ey
3)

ing

Theories of collective action have aso
bem usd to examine the adoption of new in
. teradive communication tednologies (Markus,
1990; Rafaeli & LaRose, 1993). Valente
(1995, 1996) has examined the effect of
“threshold” (Granovetter, 1978) on adoption
behavior. The threshold is ddfined & the num-
ba of oher adopters thet mugt be presat in a
paso's newok before the parson deddes to
adopt. The threhdd levds of indviduds de
termine whether the group as a whole can
achieve the critical mass necessary for rapid
ad wideyreed odledive adion. Riog Grat,
Schmitz, and Torobin (1990) examined the
roe of aiticd mess in predicing the adoption
of an dedronic mal sydem a a decentrdized
federal agency. They found that individuals
dedsons to adopt the sydem were contingant
on the deddons of athers with whom they re-
Ported high levels of task interdependence.
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Further, individuals' adoption decisions were
influencad by the extet to which they vaued
the potentid communicaion with othes who
were likely to be accessible via the new sys-
tem. Gurbaxani (1990) used an adoption
modd bessed on aiticd mess theary to predict
with considerable accuracy university adop-
tion of the Bitnet computer network. At the
interorganizational level, studies on govern-
mental and nonprofit organizations have ex-
aminad the rde of newok ties in overcoming
obstacles to collective action (Mizruchi &
Galaskiewicz, 1993; Rogers & Whetten,
1982, Turk, 1977).

Extensions lo Collective
Action Theory

The interes in examining the emagace o
ndworks from a coledive adion peaedive
is relatively recent. It has been used persua-
sively to address issues of mobilization and
the adoption of innovation. However, unlike
some other mechanisms discussed in this
chapter, the theoretical developments in this
aea have nat ben wdl complemeted by en
pirical evidence. Scholars have proposed
mathematical models, and some have carried
out dgmudions Howeve, few of thee dforts
have been ampiricdly vdidaed

In addition to the need for more empirica
research, there are also some conceptual is-
sues that continue to be advanced. First, the
conceptuaization of information technolo-
ges axh & dsydionay dadesss & “pub
lic goods’ (Fulk et al., 1996), suggests that
odledive ation theories can offer a more o
phisticated explanation of the emergence of
oganizaionrd newoks ededing thar pres
ent use to study the adoption of technologies
in organizations. Discretionary databases are
the message repositories that link knowledge
suppliers and consumers, thereby creating
connective and communal networks of indi-
vidds who dae koMede domdms

Second, there is potentia for the applica
tion of network goproeches to the conoeptud-
ization of free riding and its role in collective
adion. Cdledtive adion by groups is bessd on
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an underlying premise of socia control.
Homans’s (1974) cohesion-compliance hy-

pothesis predicts that group members are able
to enforce social control on one ancther by ex-
changing peer approva for compliance with

group obligations. Flache and Macy (1996)
argue that under some circumstances mem-
bers may choose to offer peer approva in ex-

change for peer approval rather than compli-

ance from others. Using computer simulations
of groups networks, they observed that in

these dtuations groups may reach a high leve

of cohesion that is not accompanied by a
higher level of compliance or better group
performance. Contrary to Homans’s cohe-

sion-compliance hypothesis, Flache and
Macy (1996) concluded that “peer pressure
can be an effective instrument for blocking

compliance, especidly in groups in which the
cost of compliance is high relative to the value

of approval” (p. 29). Oliver (1980) describes
this phenomenon, where social control is di-

rected toward the maintenance of interper-

sonal relationships at the expense of compli-

ance with group obligations, as the “second-
order freerider problem.”

Exchange and
Dependency Theories

Extensive research has been conducted that
seeks to explain the emergence of networks
based on exchange and dependency mecha-
nisms. Social exchange theory, originaly de-
veloped by Homans (1950, 1974) and Blau
(1964), seeks to explain human action by a
calculus of exchange of material or informa-
tion resources. In its origind formulation, so-
cia exchange theory attempted to explain the
likelihood of a dyadic relationship based on
the supply and demand of resources that each
member of the dyad had to offer. Emerson
(1962, 1972a, 1972b) extended this origina
formulation beyond the dyad, arguing that to
examine the potential of exchange and
power-dependence  relationships, it was  criti-
ca to examine the larger network within

which the dyad was embedded. Since then,
several  scholars have  developed this  perspec-
tive into what is now commonly referred to as
network exchange theory (Bienenstock g
Bonacich, 1992, 1997; Cook, 1977, 1982;
Cook & Whitmeyer, 1992; Cook & Yama-
gishi, 1992; Markovsky, Willer, & Patton,
1988; Skvoretz & Willer, 1993; Willer &
Skvoretz, 1997; Yamagishi, Gillmore, &
Cook, 1988).

Network exchange theory posits that indi-
viduals power to bargain is a function of the
extent to which they are vulnerable to exclu-
sion from communication and other ex-
changes within the network. The argument is
that individuals forge network links on the ba
sis of their analysis of the relative costs and
reurns  on investments.  Likewise, individuas
maintain links based on the frequency, the un-
certainty, and the continuing investments to
sustain the interaction. Location in the net-
work may confer on some people an advan-
tage over others in engaging in exchange rela
tionships. Aldrich (1982) notes that this
argument is at the core of several theories
dealing with social exchange as well as re-
source  dependency theories.  Within - organiza-
tions, network researchers have proposed a
socia exchange mechanism for the study of
(@ power, (b) leadership, and (c) trust and eth-
ical behavior. At the interorganizationa level,
reearchers have (a) tested resource depend-
ency theory, (b) examined the composition of
corporate ites and interlocking board of di-
rectorates, and (c) sought to explain the cre-
ation, maintenance, and dissolution of inter-
organizationa links. Each area is examined in
greater detail below. The section concludes
with proposed extensions to the study of orga
nizational networks from a social exchange
perspective.

Power

Socia exchange theory has been used to
examine the power that ensues from a struc-
tura position. In terms of exchange theory,
power is defined as a function of dependence




in the network. Location in the com-
sson Network s associated with  grester
the extent it offers greater access to
‘material ad informational resources.
cally, people, groups, and organiza-
ave power to the extent that they have
1o aternate sources of a valued re-
» and the extent to which they control
u—’fées valued by others in the network
FEmerson, 1962). In a series of experimental
simulation studies, Cook and her col-
eiies (Cook & Emerson, 1978; Cook, Em-
. Gillmore, & Yamagishi, 1983) found
vidence 10 support a power-dependence rela-
jonship. Carroll and Teo (1996) found that to
ncrease their resources, organizational man-
rs were more motivated than nonmanagers
‘have larger core discusson nefworks and to
Teate more communication links outside the
yrganization by memberships in clubs and so-
ieties. In her study of interorganizationa so-
ial services, Alter (1990) found that the exis-
nce of a centralized, dominant core agency
educed the level of conflict and competition
*between  sarvice  organizations  and  improved
eir level of cooperation. However, Hoffman,
-Stearns, and Shrader (1990) found that orga-
izational centrality in four multiplex
interorganizational nefworks depended on the
nature of the network.
Several studies have equated network cen-
“trality with different sources of power. Brass
(1984) suggested two measures of centrality
that reflect different dimensions of power.
Closeness, the extent to which people, groups,
and organizations can reach dl others in a net-
work through a minimum of intermediaries,
corresponds  to the “access of resources’ di-
mension of power (Sabidussi, 1966). Be-
tweenness, the extent to which a network
member lies between others not directly con-
nected, corresponds to the “control of re-
sources’ dimenson of power (Freeman, 1977,
1979). Brass (1954, 1985b) showed that both
measures of centrality correlated with repu-
tational measures of power. Further, Brass
(1983, 1985b) found that employees with high
scores on network indicators of power were
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more likely to be promoted to supervisory po-
sitions, and Burkhardt and Brass (1990)
discovered that early adopters of a new tech-
nology increased their power. Ibarra (1993a)
found that centrality in the informal network
was a least as important as the forma hierar-
chical network in predicting power; Krack-
hardt (1990) reported similar results for ad-
vice and friendship networks. Interestingly,
Brass and Burkhardt’s (1992) research re-
vealed that measures of centrality at the de-
partmental level were more strongly related to
severd indexes of power than measures a the
subunit or the organizational levels.

Leadership

The success of network formulations to
predict power has prompted some scholars to
suggest its use in extending theories of lead-
ership such as Graen’s (1976) leader-mem-
ber exchange theory (Krackhardt & Brass,
1994) and attribution theories of leadership
(McElroy & Shrader, 1986). Fernandez
(1991) found that the effects of informal com-
munication networks on perceptions of lead-
ership were different in three types of organi-
zations. Specifically, he found that informal
communication predicted perceptions of lead-
ership most strongly in the participatory orga-
nization, a telephone-counseling center; only
weakly in the professional organization, a
public finance department of a large invest-
ment bank; and not at al in the hierarchical
organization, a metdlurgical firm.

Trust and Ethical Behavior

Researchers have also used social ex-
change theory to study the development and
utility of trust in organizational and
interorganizational networks. As Burt and
Knez (1996) note, “Trust is committing to an
exchange before you know how the other per-
son will reciprocate” (p. 69). In a study of
managers in a large high-technology firm,
they found that the communication networks
in which two individuds were embedded pre-
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dicted the probability of a trust relationship
between them. In paticda, the trut bewean
two individuals in close contact was high if
other members in the organizations indirectly
connected the two members to one another.
Further, the distrust between two individuals
who were not in dose ocontadt was futher a-
tenuated if other members in the organization
indirectly connected them to one anather. This
research indicates that indirect communica-
tion linkages reinforce trust and distrust rela-
tions between people. Labianca, Brass, and
Gay (1999 do repoted a dmila amplifica
tion effect. They suggest that the amplifica-
tion dfed oocus becaue the ssoondhand ik
formetion trangmitted by indiredt communica
tion linkkeges “may be more poaized or exay
gerated (either positively or negatively) than
firsthand information” (p. 64), as grapevine
(rumor) studies have found (e.g., DeFleur &
Cronin, 1991; Schachter & Burdick, 19.55).

In a study involving trust as measured via
friendship networks, Krackhardt and Stern
(1988) found that a relatively higher propor-
tion of interunit (as compared to intraunit)
friendship ties was particularly helpful to or-
ganizations coping with crisis conditions. In
this cesg the high levd of trus wes ssn & a
praequiste for the increesad interunit  coordi-
netion required duing a paiod of high unoa-
tainty and the ensuing potential conflict.
Lasn's (1992) dudy of etrgeneunid firms
indicated thet it as wdl as saed redproc
ity noms dosee pesond rddions and repu
tation determined with whom and how ex-
changes occurred.

Researchers examining ethical behavior in
oganizaions d0 dgloy the exchage medh
anism. Brass, Butterfield, and Skaggs (1995)
agoes thet neworks cold do dofer an ex-
planation for the likelihood of unethical be-
havior in a dyad since the connectedness of
people is highly related to their observability.
Brass e d. (1995) propoe thet “the drength
o the rdaionshp bewean two adors will be
positively related to the opportunity to act in
an unghicd mamner, but negdivey rdaed to
the moativation to act unethically. Frequency
and trust provide increased opportunity, but

intimacy and empathy decrease the MOtiyg
tion” (p. 6). .

Resource Dependency Theory and ﬂ
Power in Interorganizational :
Networks

In his now classic article, Benson (1975
defined interorganizational networks as a pp,.
litical economy. By this he meant thy
interorganizational communication and ex
change networks were the mechanisms by
which organizations acquired and dispensed '
sace repuces thus cesing and perpetyat. %
ing a sydem of power rdaions Orgenizations
were viewed as dependent on their positions
in the network, which subsequently influ
encad ther ablity to contrd the flow of scarce.
resources.

Pfeffer and Salancik (1978) drew on -
Benan's wak on pditicd economy and o
cial exchange mechanisms (Emerson, 1962,
1972a, 19720 to fomulae resource depend-
ency theory. This theory agues tha orgeniza
tions structure their resource linkages to .
buffer themsdves from the organiztion's e
vironment (Pfeffer & Sdandk, 1978). In pa-
ticdar, they identify two mechaniamns that or-
ganzatios can uxe towad this end Frg, by
nework extendon, orgenizations can ek to
inceee the numba of exchange dtardives
by creating new network links. Second, by
newok consolidetion, they can derese the
numbe of exchage dtemdives for othasby
forming a coalition with other resource pro-
viders. These counterbalancing mechanisms
provide an explanation for the stability of ex-
change relationships and potential redistribu-
tion of power among the individuals. Burt
(19 1) devdoped a mesare of equilibium to
assess the likelihood that network members
have the resources to reconfigure their ex-
denge nawoks and thedv the ddribution
of power.

A mgo tee of resouce dependacy the
ory is that organizations tend to avoid
interorganizational linkages that limit their
decision making and other forms of auton-




ohver (1991; see aso Oliver, 1990)
, assumption across five relational
that ranged from highest to lowest levels

onomy: Personal meetings, resource

fers, Doard interlocks, joint programs,
¥ written  contracts. Surprisingly, she  found
% gv;dence that linkages that implied greater
autonomy led to lower likelihood of es-

Hishing the  relationship.

ubstantial body of empirical research

on a resource dependency framework to

“Htudy the pattern of interorganizational net-
works. These studies examine a wide variety
iof :Tesource relationships, including money,
aterial, FAformation, and messages. How-
ever, the focus of these relationships is more
oncerned with the pattern of relationships
an their content; thus, the majority of re-
ource dependency research is conducted
from a positiona perspective. In some of the
ivearlier studies in this area, Laumann and
appi (1976) and Galaskiewicz (1979) re-
ported that organizations that were more cen-

1 in their networks had greater reputationa
nfluence. In a broad-based study assessing
the power of the U.S. labor force, Wallace,
Griffin, and Rubin (1989) discovered that the
abor force in industries that were more cen-
tral in the network of interindustry transac-
ions were more likely to receive higher wages
than the labor force in peripheral industries.
Gerlach’s (1992) study of the Japanese corpo-
‘rate network,  including intercorporate
~keiretsu groupings, found strong evidence of
‘the centrality of financial institutions in these
‘networks and their resultant ability to control
the capital alocation process (see aso Lin-
coln, Gerlach, & Takahashi, 1992). However,
“in a study of hedth systems, Oliver and Mont-
‘gomery (1996) observed that “the organiza-
‘tion with greatest influence within the system
“(because of its ability to allocate funds) may
‘not be the organization that takes the largest
role in terms of coordinating routine contacts’
(p. 771), such as dlient referrals.

Two dudies show the impact of resource
exchange on effectiveness.  Miner, Amburgey,
and Stearns's (1990) research on 1,011 news-
Paper publishers in Finland from 1771 to 1963
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found that publishers with a greater number of
interorganizational resource linkages, typi-
caly to political parties, had a higher overall
success rate. Goes and Park (1997) found that
“a greater volume of [resource] exchanges be-
tween hospitals increases the likelihood that
innovation will spread between them” (p.
771).

Provan and Milward (1995) reported re-
search designed to extend resource depend-
ency theory by focusing on the effectiveness
of the entire interorganizational network (see
ds Provan, 1983) rather than the antecedents
and outcomes of individual organizations.
Further, they pointed out that how well indi-
vidua organizations perform is less important
than how the interorganizationd network as a
whole performs. Studying the mental health
cae delivery system in four cities, they found
that networks with a centralized deci-
son-making agency were more effective than
networks in which decision making was
widely dispersed across agencies. Their data
also suggested that the relationship between
network dructure and network effectiveness is
influenced by the existence of a relatively mu-
nificent environment and the degree to which
the overal network is stable.

Corporate Elites and Interlocking
Boards of Directors

Corporate €lites and networks created by
linkages among people who serve on multiple
corporate boards are areas that have received
considerable research attention in interorga-
nizational relatiions. As Knoke (1993) indi-
cated, “‘A power dite is established a the in-
tersection of three social formations: a class-
conscious upper socia class of wealth-hold-
ers, interlocked directors of major corpora-
tions, and a policy-planning network of foun-
dations, research ingtitutes, and nonpartisan
organizations’ (p. 26). Useem’s (1984) classic
sudy argued that these overlapping networks
of friendship, ownership, membership, and di-
rectorship produced a core set of individuals,
or “inner circle,” which wields enormous
power. Knoke (1993) explained tha “because




462 ¢ Structure

its members smultaneoudy hold multiple di-
rectorships, the core can act paliticaly in the
interests of the class, which transcend the
parochial concerns of its individual firms”
(p. 26). Conggtent with this view, Romo and
Anheier (1996) found evidence that a core
group of dites explaned the emergence and
ingtitutiondization of consortia for private de-
veopment organizations in Nigeia and Sene
gd. Studies have dso shown that individuds
who were more centraly located in the inter-
locking board of directors were also more
likdy to play a leadership role in culturd,
philanthropic, and policy-making organiza-
tions (Domhoff, 1983; Mizruchi & Galas-
kiewicz, 1993; Ogliastri & Davila, 1987;
Radliff, Gdlagher, & Ratdiff, 1979; Useem,
1980).

Higoricaly, the focus of interlocking di-

rectorae research has been on corporate con-
trol. However, Minz and Schwartz (1985) ar-
gued that “the most compeling interpretation
of the overdl network created by the collec-
tion of individua reasons for and response to
director recruitment is a generd communica

tion sysem” (p. 141). In fact, as Mizruchi
(1996) contends, “the emphasis on interlocks
has moved increesngly toward their vdue as
a communication mechanism rather than as a
mechanism of control” (p. 284).

Creation, Maintenance,
Dissolution, and Reconstitution
of Interfirm Links

Sudies have ds0 deployed a resource de
pendency framework to explan the credtion
of links in interorganizational networks.
Mizruchi and Stearns (1988) found two gen-
ead factors that explained the addition of new
finandad members to an organization's board
of directors Under favorable economic condi-
tions, when capitd demand and supply are in-
creesing, organizations initiate links with fi-
nancial institutions through their board of
directors to co-opt these inditutions financia
and informationa resources However, during
unfavorable economic conditions, including

contractions in the business cycle, lower gq).
vency, and lower profitability, it is the
financid inditutions that infiltrate companies
boards of directors to protect ther invest-
ments. This finding is qualified by Boyd's
(1990) research that showed high-performing
firms responded to resource scarcity and com-
petitive uncertainty by decreesing the number
of their directors but increasing the density of
their linkages with other firms. Mizruchi
(1996) argued that a number of other factors
dso afect the cregtion of interlocking direc-
torates. These indude credting legitimacy for
the firm, advancing the careers of those who
srve as directors, and fodtering the socid co-
heson of the corporate upper class.

Pdmer e d. (1986) used resource depend-
ency theory to hypothesize the conditions un-
der which a broken interlock tie between two
organizations (due to deeth, retirement, etc.)
would be recondtituted. They found that inter-
lock ties were likely to be recondtituted if the
depating member represented an organiza
tion with which the focd organization had (a)
formd coordination, such as longterm con-
tracts or joint ventures, (b) direct business
ties, or (c) headquarters that were physicaly
proximete.

Larson (1992) demonstrated that firms
tend to enter repeated alliances with each
other; thus, dependencies tend to generate fur-
ther dependencies. Gulati's (1995) research
showed that the information provided by both
direct and indirect ties of prior dliances estab-
lished the basis for the formation of additiona
dliances However, his ressarch adso showed
that as the benefits of linking with specific
others declined over time organizations
looked for new dliances Of course, as Baum
and Oliver (1992) noted, there is a carrying
capecity to dliances in that most organiza
tions can successfully support only a limited
number of connections, and many firms fear
the overdependence that too many ties might
bring.

Sedbright, Levinthd, and Fchman (1992
theorized that reductions in the resource fit
between organizations would leed to pres
sures to disolve interorganizationd relaions




while increesss in personal and sructurd at-
tachments would counter those pressures and
lead to continued relations. Their results sup-
ported the hypotheses but aso showed that
persond and dructurd attachments  attenuated
the firms likdihood of dissolving ties under
conditions of reduced fit. This finding under-
scores the importance of established  commu-
nication and social attachments in main-
taning  interorganizational  relations  beyond
the point where a drict exchange or resource
dependency perspective  would predict  that
they would dissolve, even a times when it
might be disadvantageous to mantan them.
Ovedl, however, Mizruchi's (1996) review
of the research literature on corporate inter-
locks led him to conclude that “dthough the
findings have been mixed, on balance they
support the view that interlocks are associated
with interfirm resource dependence’ (p. 274).

The research on interlocking directorates
assumes that each organization is a separate
entity tied together at the top by corporate
dites. While interest continues in interlocking
directorates, a new field of research has deve-
oped over the past decade that focuses on an
emegent organizaiond form, network orga
nizations. This perspective relaxes these two
assumptions of separate entities and  executive
ties only. We explore this new area in the next
Section.

Network Organizations

Network organizations are composed of a
collection of organizations along with the
linkages that tie them to each other, often or-
ganized around a focal organization. There
ae numerous vaidions on the network orga
nizationd form including joint partnerships,
strategic alliances, cartels, R&D consortia,
and a host of others.

The theoreticd mechanisms tha generate
most network organizations are exchange and
dependency rdations. Rather than being orga
nized aound maket or hierarchicad princi-
ples, network organizations are crested out of
complex webs of exchange and dependency

relaions among multiple organizations. In a
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snse, the nework  organization becomes a
supraorganization whose primary function is
linking many organizations together and coor-
dinaing their activities Unlike interlocking
directorates, the network ties usudly occur
throughout the entire organization rather than
only a the top, and the separate organizations
often give up some or dl of therr individud
autonomy to become a pat of the new net-
work  organization.

Miles and Snow (1992) obsarve tha net-
work organizations differ from their predeces
sors  (functiona, multidivisond, and matrix
forms) in four important ways. First, rather
than subsume al aspects of production within
a dngle hierarchical organizetion they attempt
to creste a st of reldions and communication
networks among severd firms, each of which
contributes to the value of the product or ser-
vice. Second, networks are besed on a combi-
nation of market mechanisms and informal
communication relaions. As they say, “The
vaious components of the network recognize
ther interdependence and are willing to share
information, cooperate with each other, and
customize their product or service-all to
maintain their podtion within the network”
(p. 55). Third, members of networks are often
assumed to teke a proactive role in improving
the fina product or service rather than merey
fulfilling contractual  obligations. Findly, a
number of industries ae beginning to form
network organizetions adong the lines of the
Jopanese  keiretsu, which links together pro-
ducers, suppliers, and financid indtitutions
into fairly stable patterns of relations

Poole (in press) argues that new organiza-
tional forms, including network organiza-
tions, are congtituted out of six essentiad quali-
ties:

1. The use of information technology to inte-
grate across organizationa functions

1. Hexible modular orgaenizationd structures
that can be readily reconfigured as new
projects, demands, or problems arise

3. Use of information technology to coordi-
nate geographicaly dispersed units and
members
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4. Teambased work organization, which em-
phasizes autonomy and self-management
5. Relatively flat hierarchies and reliance on
horizontal coordination among units and
personnel

6. Use of intra and interorganizational mar-
kets to mediate transactions such as the as-
signment and hiring of personnel for proj-
ects and the formation of interorganiza-
tiona networks.

In today’s world, nearly al organizations
are embedded to some extent in an emergent
interorganizational communication network.
For example, most economic institutions are
linked together in “value chains’ (Porter,
1980) or “value congtellations’” (Norman &
Ramirez, 1993) where each receives a par-
tialy finished product from an “upstream or-
ganization,” adds its contribution, and then
delivers it to the next “downstream organiza-
tion” for its contribution. Similarly, educa
tional institutions typicaly relate to other ed-
ucational ingtitutions in a chain from
preschool to postgraduate education. And re-
ligious organizations are frequently affiliated
with coalitions of other like-minded religious
groups. Of course, dl must ded with the tax-
ation authorities of federal, state, and local
governments.

In one sense, network organizations create
what have come to be called “boundaryless
organizations’ (Nohria & Berkley, 1991).
Where one organization begins and the other
ends is no longer clear. Organizations come to
share  knowledge, gods, resources, personnd,
and finances, usually with highly sophisti-
cated communication technology (Monge &
Fulk, 1999). To accomplish this they must es
tablish collaborative work arrangements,
since that is the only way to transfer embed-
ded knowledge.

Ghoshal and Bartlett (1990) argued that
multinational corporations (MNCs) have tra-
ditionaly been viewed as an intraorga-
nizational network, in many ways not differ-
ent from traditional nationa companies. Each
satellite, subsidiary, or foreign partner has

been seen as directly connected to the home
corporate office, thus tying the MNC into an
integrated hub-and-spoke structural whole.
However, they point out that this view of (.
MNC fails to take into account the extended
networks in which each of the subsdiaries is
embedded. These nationd, regiond, and com-
peting global networks require a reconcep-
tudization of MNCs as network organiza-
tions.

Limitations of Network
Organizations

Severd authors have pointed out that net-
work organizations have a number of limita
tions. Miles and Snow (1992) observe that
network organizations contain the vestigia
weaknesses of their predecessors, the func-
tional, multidivisional, and matrix forms. To
the extent that parts of these prior forms re-
main in the network organization, the new
form retains their prior limitations. Krack-
hardt (1994) identifies four potentia con-
gtraints on communication and other net-
works. The first he calls the “law of
N-squared,” which simply notes that the num-
ber of potential links in a network organiza
tion increases geometrically with the number
of people. In fact, it grows so quickly that the
number of people to which each person could
be linked quickly exceeds everyon€'s commu-
nication capacity. The second constraint is the
“law of propinquity.” a rather consistent em-
pirical finding that “the probability of two
people communicating is inversely propor-
tional to the distance between them” (p. 213).
Though numerous communication technolo-
gies have been designed to overcome this phe-
nomenon, Krackhardt argues that the ten-
dency remains and is difficult for people to
overcome. The third constraint he identifies is
the “iron law of oligarchy,” which is the ten-
dency for groups and socid systems, even fer-
vently democratic ones, to end up under the
control - of a few people. Finaly, Krackhardt
(1994) notes the potential problem of over-




e beddedness. He observes that “people as a
siter of hebit and preference are likely to
nut their old standbys, the people they
\'r'e. grown to trust, the people they dways go
»and depend on, to ded with new problems,
S&though they may not be the ones best

" built. Foremost among these are maintain-
g a sense of mission, commitment, loyalty,

ork stress and burnout.
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Extensions to Exchange
and Dependency Theories

“~While some variation exists across differ-
nt studies, the preponderance of evidence
:suggests that many inter- and intraorga-
izational communication networks are cre-
ated and maintained on the beds of exchange
mechanisms. Further, as people and organiza-
“tions find their exchanges no longer rewarding
cor as new Or competitive others offer better

1ew

1et-

im- .pargans in the exchange linkages begin to
za- - dissolve.

ber Despite its intellectual roots in the study of
the ‘interpersonal  relationships, exchange and de-
ald "pendency theories have been more extensively
- deployed in the sudy of interorganizationa
he networks, often within the context of resource
- dependency theory, rather than intraorgan-
WO izationd networks. Much of the intraorgani-
on zationd research reviewed above, while pre-
3). mised in a sodd exchange perective, does
to- not invoke the theory explicitly. Further, in ar-
e ess such as leadership, trudt, and ethicd be-
n- havior, the sudies so far are more illugtrative
[,0 then programmatic attempts a applying socia
1 exchange theory. X-Net, a computer smula
- tion tool developed by Makovsky (1995),
f'r- should help researchers explore the emer-
2; gence of networks in terms of different rules

of exchange and varied resources. Re-
searchers have dso proposed integreting net-
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work exchange theory with rational choice
theory (Markovsky, 1997) and identity theory
(Burke, 1997), and a general theoretical
method cdled E-gate dructurdism (Skvoretz
& Fararo, 1996; Skvoretz & Faust, 1996),
which integrates research on expectation
states theory (Berger, Cohen, & Zelditch,
1966) with network exchange theory. Expec-
tation states theory argues that a person’s “be-
havior towards socid objects depends on pos-
tulated and unobsarveble states of rdationd
orientetions to objects, E-states for short”
(Skvoretz & Fararo, 1996, p. 1370). The so-
cid objects towad which individuds orient
ae the networks of ties among the individu-
ds. E-gtate models specify “how the dae of
this network, i.e, the number and nature of
the ties linking actors, changes over time as
individuals interact” (Skvoretz & Fararo,
1996, p. 1370).

Contagion Theories

Contagion theories are based on the as
sumption that communication networks in or-
ganizations serve as a mechanism that ex-
poses people, groups, and organizations to
information, attitudind messages, and the be
havior of others (Burt, 1980, 1987; Contractor
& Eisenberg, 1990). This exposure increases
the likeihood that network members will de-
velop beiefs, assumptions, and  attitudes that
are smilar to those of others in their network
(Caley, 1991; Caley & Kaufer, 1993). The
contagion gpproach seeks to explan organiza:
tiond members knowledge, attitudes, and be-
havior on the bads of information, attitudes,
and behavior of others in the network to
whom they ae linked. Rogers and Kincad
(198 1) refers to this as the convergence modd
of  communication.

Theories that are premised on a contagion
modd, a least in pat, include socid informa
tion processing theory (Fulk, Steinfield,
Schmitz, & Power, 1987; Sdandk & Pleffer,
1978), socid influence theory (Fulk, Schmitz,
& Steinfield, 1990; see also Marsden &
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Friedkin, 1994), sructurd theory of action
(Burt, 1982), symbolic interactionist perspec-
tives (Trevino, Lengel, & Daft, 1987), mi-
metic processes exemplified by inditutiona
theories (DiMaggio & Powel, 1983, Meyer &
Rowan, 1977), and social cognitive theory
(Bandura, 1986). Fulk (1993) notes that these
congructivi  perpectives  “share  the core
proposition that social and symbolic pro-
produce paterns of shared cognitions
and behaviors that arise from forces wel be-
yond the demands of the draghtforward task
of information processng in organizations’
(p. 924). She dso points out that the mecha
nisms offered by these theories differ not so
much because of conflicting premises as be
cause the theories focus on different aspects
of the socid construction process.

The contagion mechanism has been used to
explan network members  attitudes as wdl as
behavior. Erickson (1988) offers a compre-
hensve overview of the various theories that
address the “relational basis of attitudes’ (p.
99). She describes how various network dy-
adic measures such as frequency, multiplexity,
srength, and asymmetry can shape the extent
to which others influence individuas in their
networks. Moving beyond the dyadic levd of
network contagion, she dso describes cohe-
son and dructurd equivdence modds that
offer dternative, and in some cases comple-
mentary, explanations of the contagion pro-
cess. Contagion by coheson implies that the
atitudes and behaviors of the others with
whom they are directly connected influence
network members. Contagion by sructurd
equivdence implies tha others who have sm-
ilar sructural patterns of relaionships within
the network influence people.

An impressive body of empiricd research
a both the intraorganizationd and interorga-
nizationa levels is based on the contagion
mechanism. At the intraorganizetiona levd,
dudies have proposed a contagion mechanism
to explan (8 generd workplece atitudes, (b)
atitudes toward technologies, and (C) organi-
zetiona behavior such as turnover and absen-
tedsm. Researchers have dso used contagion

to explan interorganizational behavior. Eac
of these topics is reviewed on the following
pages. The section concludes with sugges.

tions for extensdons of organizational research 3z

bassd on a contagion mechaniam.

General Attitudes

Workplace

Severd studies have examined the extent to .
which contagion explains individud attitudes
in the workplace. Friedkin's (1984) early re.
search showed that educationd policy makers -
were more likdy to perceive agreement with -
others who were dther in the same cohesve
socid cirde or were sructuraly equivalent. -
Waker (1985) discovered that members of a -
computer firm who were ructurdly equive
lent were more likely to report similar
cognitions about means-ends reaionships of
product development. And Rentsch (1990)
found that members of an accounting finn |
who communicated with one another were
more likey to share Smilar interpretations of |
organizational  events.

Gooddl, Brown, and Poole (1989) use a.
sructurationdl  argument  (Poole & McPhee,
1983) to examine the reationship between -
communication network links and shared per-
ceptions of organizationd climate. Using four
waves of observation over a tenwesk period
from an orgaenizationd smulation, they found
tha members communicaion networks were
sgnificantly associated with shared percep-
tions of the organizationa climate only a the
ealy dages of organizing (weeks two and
four). In another study comparing the cohe-
son and dructurd equivdence mechanisms
of contagion, Hartman and Johnson (1989,
1990) found that membes who were cohe
dvely linked were more likdy to have similar
levels of commitment to the organization.
However, those who were sructuradly equiva
lent were more likdy to have smilar percep-
tions of role ambiguity in the workplace.
Pollock, Whitbred, and Contractor (1996)
compared the reldive efficacy of three models
that seek to explan an individud's stisfac-
tion in the workplace: the job characterigtics




imodel (Hackman & Oldham, 1976), the indi-
vidual dispositions model (Staw & Ross,
1985), and the social information processing
model (Salancik & Pfeffer, 1978). Using data
from the public works divison of a militay
installation, Pollock & d. (1996) found thet
. employees’ sdisfaction was significantly pre-
“dicted only by the social information process-
ing model, that is, by the satisfaction of
friends and communication patners in their
social networks, but not by the characteristics
-of their jobs or thdr individua dispositions.

Attitudes Toward Zechnologies

Severd ressarchers have examined the ex-
tent to which contagion explains organiza-
- 'tional Members  attitudes toward technolo-
'gies. Drawing on social information pro-
cessing theory (Sdancdk & Pfeffer, 1978) and
socid cognitive theory (Bandura, 1986), Fulk
and her colleagues (Fulk, Schmitz, & Ryu,
1995; Schmitz & Fulk, 1991) found that orga
nizationd members perceptions and use of an
dectronic mal sysem were sgnificatly in-
fluenced by the attitudes and use of the mem-
bers supervisors and five closest coworkers.
Further, Fulk (1993) found that socid influ-
.ence was even more pronounced in more co-
hesve groups. The attitudes and use of other
members in their communication networks
sgnificantly influenced individuas  atitudes
and use of an dectronic mal system. This -
fect was attenuated, but perssted, even after
she controlled for the effect of the work
group’s attitudes and use on each group mem-
ber.

Rice and Aydin's (1991) research showed
that hospitdl employees who communicated
with one another or shared supervisory-subor-
dinate reationships were more likely to share
similar attitudes about a recently introduced
information technology. Rice et al. (1990)
found that individuds use of email in a de
centrdized federd agency wes predicted by
the use of the technology by others in ther
communication network. Further, groups of
individuds who communicated more srongly

Emergence of Communication Networks 4 467

with one ancther were more likey to share
smilar diginct email usage patterns.

Usng longitudind data from a federd gov-
anment agency, Burkhardt (1994) found that
individuads attitudes and use of a recently im-
plemented didributed  data-processng  com-
puter network were dgnificantly  influenced
by the attitudes and use of others in their com-
munication network. She found that individu-
as perceptions of their sdf-efficacy with (or
mestery of) the new technology were Sgnifi-
cantly influenced by those with whom they
hed direct communication, which is the theo-
reticd mechaniam of contagion by cohesion.
However, individuds gengd atitudes and
ue of the technology itsdf were more influ-
enced by the attitudes and behaviors of those
with  whom they shared Smilar communica
tion patterns, that is, contagion by structura
equivalence. Burkhardt also found that the
contagion effect was higher for individuals
who scored higher on a sdf-monitoring scde.

Extending this line of longitudind research
on contagion effects, Contractor, Seibold, and
Heller (1996) conducted a sudy comparing
the evolution of the socid influence process in
facetoface and computer-augmented  groups.
They found that group members initid influ-
ence on each others perceptions of the struc-
turesinuse (i.e, the interaction norms en-
acted during the meeting) was high in the
facetoface condition, while group members
using group decision support systems
(GDSSs) dated out with low levels of socid
influence on one another. However, the differ-
ence between face-to-face and technologi-
cdly augmented groups was only trandent.
By their third mesting, members in al groups
heavily influenced each other's perceptions of
the dructuresin-use. While the preponder-
ance of ressarch has focused on smilarity in
atitudes based on contagion, Bovasso (1995)
reports results from a process he calls
“anticontagion.” In a sudy of managers a a
large, multinationd  high-tech  firm, Bovaso
found that “individuds who perceve them-
selves as strong leaders are influenced by
peers who do not perceive themselves as
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strong leaders” (pp. 1430-1431) and vice
versa

Behavior

Through Contagion

Severd network studies have used a conta
gion explangtion for organizationd members
behaviors, including voluntary turnover, &b
sentedlsm, job-seeking, socidization, and  un-
ethical behavior. Krackhardt and Porter
(1986) found that employees voluntarily quit-
ting their jobs were more likey to be sructur-
dly equivdent to one another than those who
remained. However, they found that employ-
ees who were absent were more likdy to be
cohesvdy  connected with one another
through friendship ties They suggested that
decisons &bout turnover were more closdy
related to individuds roles in the organiza-
tion and hence, members were more influ-
enccd by others in smilar roles. On the other
hand, decisons about absentediam reflected
norms in the organizations tha were commu-
nicated through cohesive friendship ties. In a
more recent sudy, Fedey and Barneit (1996)
examined employee turnover a a supermarket
and found that both socid influence and struc-
turd equivdence networks predicted the like-
lihood of employees leaving the organization.
Kilduff (1992) dudied graduate busines du-
dents job-seeking behavior and found that
students  decisons to interview with particu-
lar organizations were influenced by the opin-
ions communicated to them by others in ther
friendship networks. The contagion effect was
more pronounced for students who reported
being high self-monitors. Zey-Ferrell and
Ferrell (1982) reported that employees self-
reported unethical behavior was better pre-
dicted by their perceptions of their peer be
havior than either ther own beiefs or those of
top management. Research on  organizationa
socialization (Jablin & Krone, 1987; Sher-
man, Smith, & Mansfield, 1986) has also
identified newcomers pogtions in ther new
communication networks as a predictor of
their assmilation into the organization.

Interorganizational  Contagion

The contagion mechanism has dso been
used to explain behavior at the interorga-
nizational level. Organizations can link g
other organizations in many ways. Useem
(1984) describes how organizetions use direc-
tor interlocks as a tool to scan their environ-
ment. These linkages are important because
they provide the opportunity for communica
tion and the exchange of idess, practices, and
vadues. Both the formd activities surrounding
the board meetings and the informd activities
and acquaintance ties that are created endble
people to discover how things ae done in
other organizations. In these and similar
interorganizetional studies, the opportunity to
communicate afforded by the existence of
linkeges is viewed as more important than
specific message  content.

Consistent with Useem’s (1984) view,
much of the more recent literature examines
the mechanisms by which organizations use
these linkages to trandfer organizationa prac-
tices and dructurd forms. Davis (199 1) found
that Fortune 500 corporaions were more
likely to adopt the “poison pill” srategy to de-
fend against corporate takeovers if their
boards had directors from organizations that
had already adopted a similar strategy.
Haunschild's (1993) research showed tha the
number and types of corporate acquisitions
undertaken by ther interlock partners sgnifi-
cantly influenced the number and type of
tekeovers attempted by firms. Likewise, her
1994 ressarch demondrated that “acquisition
premiums’ (p. 406), the price that a firm pays
to acquire another firm over the market vaue
prior to the takeover announcement, are Smi-
lar to those that their partner firms paid for
their acquistions. Other research by Pdmer,
Jennings, and Zhou (1993) has shown that
firms are more likdy to adopt a multidivi-
sond form when they are linked to corpora-
tions that have dready adopted that form.
Smilaly, Burns and Wholey (1993) found
that a hospitd’s decison to adopt a matrix

management  program  was  dgnificantly  pre-




b the adoption decision of other local
itals with high prestige and visibility.
: and park (1997) found that hospitals that
structurally tied to other hospitals in a
tihospital system were more likely to
‘ot innovations, and Westphal, Gulati, and
‘Shortell (1997) found that contagion also ex-
P ned the adoption of total quality manage-
'ment (TQM) practices in the organization.
However, they observed that early adopters of
TQM were more likely to use the other early
‘adopters in their medical alliance network to
clarify their functional understanding of
TQM. The ealy adoptes were therefore more
likely to customize the program to ther orga-
nizational needs. In contrast, late adopters
weae more likdy to ssek out other adopters in
their aliance network to determine the legiti-
‘macy of udng TQM. Henoe the lae adoptas
werc more likely to adopt the TQM program
without any customization. Stearns and
Mizruchi (1993) found that the type of financ-
. ing ud by a firm, shot- vasus longtam
. Odt, wes influencad by the types of finendd
inditutions to which it wes linked by its boad
»of dredos commedd bakes vess rep
- resentatives of insurance companies. How-
“ever, the embeddedness of an organization’s
board of directors has a somewhat counter-
intuitive influence on the sHedion of its CEO.
Khurana (1997) found thet Fortune 500 com-
panies whose boards of directors were well
embedded into the system of interlocking di-
rectorates were less likely to choose an out-
sider as a CEO because “a high levd of
embeddedness is likely to constrain actions
raher then fadlitate them” (p. 17).
Interlocking directorates are only one of
svad possbe medanisms for linking oge
nizations. Organizations are likely to be
linked to beankes atomneys accountants Sup-
pliers, and consultants, all of whom serve as
conduits for the flov of infomation between
organizations. Basing their arguments on the
mimetic processes articulated by institutional
theory (DiMaggio & Powell, 1983), Galas-
kiewicz and Burt (1991), and Galaskiewicz
ad Weassman (1989) discovered that  oontri-
buion oficas who wee drududly equiva-
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lent in an interorganizational corporate net-
work were more likely to give charitable do-
nations to the same nonprofit groups than
those who were cohesively linked. Mizruchi
(1989, 1992) found that organizations that
were structurally equivalent in the interorga-
nizational network were more likely to have
similar patterns of political contributions.
Baum and Oliver (1991) showed that in-
cessd ties to legitimating inditutions  Sgnifi-
catly reducad the likdihood of falure among
new organizations. And in a ten-year study,
Goes and Park (1997) found that hospitals
linked to their ingtitutional environments
through indsry ad trade asoddios weae
more likey to adopt innovaions in an effort to
gain legitimacy. This effect was even more
pronounced when the hospital industry en-
tered a turbulent phase after introduction of
two regulatory events in 1983. Interestingly,
these findings are similar to those obtained
under predictions from exchange and resource
Ogpaday theoies though doviody gene-
aad by a dffeet theordicd mecheniam,

Extensions to Contagion Theories

Contagion theories offer by far the most
common  theordicd mecheniams for dudying
the emergence of networks. The notion of a
newok as labyrinth of condlits for informa
tion flow lends itsdlf to theoretica! mecha
nisms based on contagion. Howevzr, while
newok resaches freouetly invoke oconta
gon theories they often fdl short of articulat-
ing sadfic medenams ad network modds
by which individuals, groups, and organiza-
tions influence each other’s actior: and be-
haviors (Contractor & HEsabag 1590: Mars-
den & Friedkin, 1993; Rice, 1993b). There are
four recat atempts to aticulae mechanisms
thet meke the contegion process morz  theoret-
icdly spedfic and comprehensive for aommu
nication  neworks

First, Krackhardt and Brass (1534) note
that the contagion processes descriz=d by so-
cial information processing theery must over
time lead to an equilibrium wherzir everyone
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in the network will eventualy converge in
their attitudes or actions. They note that this
conclusion undermines the very premise of
socia information processing theory, which
seeks to explain the variation in people’s atti-
tudes based on their differential exposure to
social information. Krackhardt and Brass
(1994) suggest that the principle of interac-
tion that is assumed by contagion theories
needs to be augmented by a second contagion
mechanism, the principle of reflected exclu-
sivity. The principle of interaction states that
greater interaction leads to greater similarity
in attitudes. By contrast, the principle of re-
flected exclusivity states that “the degree of
influence person j has on person i's evauation

. isinversely proportional to the amount of
time person j spends with all others’ (Krack-
hardt & Brass, 1994, p. 219).

Second, Krassa (1988) advocates the inclu-
sion of members' threshold levels in a social
influence model. In its simplest form, the
threshold is the number of others that people
must be influenced by before succumbing
(Granovetter, 1978). Individuals thresholds
could be a function of the intensity of their
opinion and their aversion to the risk of being
socially isolated. Krassa (1988) uses com-
puter simulations of a contagion model to
demonstrate the effects of people’s threshold
digtributions on their  opinions.

Third, Rice (1993b) has argued that a net-
work contagion model of socia influence
should also take into consideration the ambi-
guity of the dtuation. Drawing on research by
Moscovici (1976), Rice (1993b) argues that
people are more vulnerable to socid influence
by contagion when confronted with ambigu-
ous, or novel, situations. Based on this argu-
ment, Contractor and Grant (1996) hypothe-
sized that groups using new collaboration
technologies (a novel situation) would be
more likely to influence each other’s percep-
tions of the medium than groups in a tradi-
tional face-to-face meeting. However, they
found that socia influence was actualy
greater in face-to-face groups, perhaps be-
cause the novelty in this case was associated

with the very medium used to socialy infl-
ence one another. .
Findly, in an attempt to extend the Clyent
debate surrounding the relative efficacy ¢
contagion via cohesion versus structural
equivalence, Pattison (1994) argued for 4
closer examination of automorphic or regular
equivalence in  addition to mechanisms based
on contagion by cohesion and structural
equivalence. Unlike structural equivalence,
which in its drict operationdlization is defined
as two individuals having identical network
links to the same others, regular equivalence
is defined as two people having similar pat-
terns of relationships, but not necessarily with
the same others (White & Reitz, 1989).
Pattison (1993) argues that people who are
regularly equivalent are more likely to have
similar social cognitions because “cognitive
processes may directly involve the individ-
ual’s perceptions of his or her social locale’
(p. 93). In a longitudind study of students in
an undergraduate class, Michadlson and Con-
tractor (1992) found that students who were
regularly equivalent were more likely to be
perceived as similar by their classmates than
those who were dructurdly equivaent.

Cognitive  Theories

The contagion mechanisms discussed in
the previous section focused on the extent to
which others who were linked to individuals
via cohesion or structural equivaence influ-
enced thelr attitudes and actions. These stud-
ies explain atitudes and behavior based on in-
dividuals actual interactions. Researchers
have employed four concepts to gain insight
into the structure of individuals cognitions:
semantic networks, knowledge structures,
cognitive social  structures, and cognitive con-
dgency. These areas are discussed in greater
detal  below.

Semantic Nehvorks

With an eye toward a more systematic
treatment of message content, semantic net-




. el L s were introduced into the organizationdl
Meaniin i oeation literature by Monge and
Igjéenberg (1987; see also Carley, 1986;
Danowski’s [1982] word network  andysis;
Dunn & Ginsberg, 1986; Fiol’s [ 1989]
_smiotic analysis; Rogers & Kincaid's [ 198 1]
convergence theory of neworks Wodfd &
Fink’s [1980] Gdileo system). The essentia
feature of this perspective was a focus on the
shared meanings that people have for message
" content, particularly those messages that com-
prise important aspects of an orgenization's
culture, such as corporate goals, slogans,
myths, and stories. Monge and Eisenberg

* their interpretations of one or more sgnificant
. communicaion messages, events, or atifacts
“could creste semantic networks. Content anal-
ysis of members responses provides catego-
‘mes of interpretation. Linkages can then be
- cregted between people who share smilar in-
- terpretations. The resultant network articula
tion provides a picture of the groups of people
who share common understandings, those
who have idiosyncratic meanings such as iso-
lates, and those who serve as liaisons and
boundary spanners between the various
groups.

With respect to empirical studies of seman-
tic networks Lievrouw, Rogers, Lowe and
Nadd (1987) used four methods to identify
the invisble ressarch colleges among biomed-
ical sdentists. (a) co-citaion andyss, (b)
coword occurrence, (C) interpretive thematic
andyds, and (d) network analyss. They con-
cluded that their focus on the content of the
networks helped clarify the structure of the in-
vigble colleges. On the bass of communica-
tion network patterns done, all the scientists
would have been clugered into one invisble
college. However, a closer examination of
content helped them identify severd invisble
colleges, “each of which represents a digtinct
and identifiable line of research” (p. 246).

In a sudy of a hightechnology firm, a li-
bray, and a hospitd, Contractor, Eisenberg,
and Monge (1996) examined the semantic
networks representing the extent to which em-
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ployees shared interpretations of their organi-

zetions missons. In addition to their actua
agreement, employees were adso asked to re-
port their perceived agreement, that is, the ex-
tent to which they believed others shared their
interpretations in the organization. They
found tha employess a higher levds in the
hierarcchy were more likdy to perceive agree
ment, even in casss when there was no agree-
ment. However, employees with more tenure
in the organization were more likey to have
actud agreement, even though they did not
perceive that others shared their interpreta-
tions of the mission. Contrary to the accepted
view that communication builds shared mean-
ing, employees cohesivdly connected in the
communication network were not more likdy
to agree with ther colleagues interpretetions
of the organizational mission, even though
they perceived agreement. However, employ-
ees who were structurally equivalent were
more likdy to share actud agreement, even
though they were not as likdy to perceive
agreement.

Krackhardt and Kilduff (1990) agpplied the
notion of semantic networks to examine indi-
viduas attributions about others in the net-
work. They asked individuds in an organiza
tion to meke culturd attributions on seven
dimensons about the behaviors of each other
member in the organization. They found that
individuals who were friends were more
likdy than nonfriends to make smilar attribu-
tions about other members in the organiza-
tion. Rice and Danowski (1993) gpplied the
notion of semantic networks to examine indi-
viduals’ atributions of the appropriation of a
voice mall sysem. They found that individu-
ads who used the system for “voice process
ing” (i.e, routing and gructuring the flow of
messages among individuals) characterized
ther use of the technology in terms that were
sysematicaly distinct from those who used
the voice mal technology as a substitute for
traditiond  answering  mechines.

Two dudies have used semantic networks
to examine variations in national cultures.
Jang and Banett (1991) andyzed the chief
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operating officer's lefter that 17 Japanese and
1 § U.S. organizations published in the organi-
zation's annua report to stockholders. They
found that the co-occurrence of words in these
messages resulted in two digtinct clusters for
the Japanese and U.S. companies. Further, the
words co-occurring in the Jgpanese annud re-
ports focused on concepts related to organiza
tiond operdtions, while the U.S. documents
focused on concepts related to organizetiona
dructure. In a sudy of 12 managers from five
European countries, Stohl  (1993)  examined
the culturd varidions associated with manag-
as intepretation of a key communicative
process, worker paticipation. She found that
the semantic network based on shared inter-
pretations of the concept reflected greater
connectedness  within - countries  than  between
countries.  Further, dmilarities in  interpreta
tions about worker participation were system-
aticaly associsted with three of Hofstede's
(1984) dimensions of cultural variability
across countries. These were (@) the power
disance index, the extent to which less pow-
eful people accept inequdity in power; (b)
the uncertainty avoidance index, the extent to
which people avoid uncertainty by relying on
drict codes of behavior; and (€) individud-
ismn, the extent to which citizens place primary
importance on the needs of the individual
rather than the collective.

Extensions to semantic networks. The theo-
retical mechanisms of contagion have also
been usad to explan the co-evolution of com-
munication and semantic networks. Contrac-
tor and Grant (1996) developed a computer
smulation of the effects of socid contagion
in communication and semantic networks
that contained vaying levels of initid net-
work dendgty and heterogeneity. They found
that the time reguired for semantic conver-
gence within groups was positively related to
the dendty of the communication and seman-
tic networks, inversdy rdaed to the hetero-
geneity of the communication network, and
inversdly relaed to the individud's inetia
against being influenced socially. Signifi-
cantly, the initid heterogeneity in the seman-

tic network, an indicator of initid variation in

interpretations, was not a Sgnificant predic.
tor of the time required for semantic conyey.
gence.

In a smilar endeavor, Carley (1991) f-
fered a “congtructural” theory of group sabil-
ity, modding the pardld culturd and socid
evolution of a group. Social dructure was de-
fined as the didribution of interaction proba
bilities, and culture was defined as the distrj-
bution of didinct facts. Carley’s (1991) mode
described a cycle of three events for each
group member: “( 1) action-exchange infor-
mation with their partners; (2) adapta-
tion-acquire the communicated information
and update the probabilities of interaction;
and then (3) motivation-choose new interac-
tion partners on the basis of their new proba
bilities of interaction” (p. 336). Results of
computer simulations showed that these
groups did not evolve monotonicadly toward
greeter homogeneity. Instead they often oscil-
laed through cycles of grester and lesser co-
hesiveness. Her simulations also indicated
that groups with “simpler” cultures (i.e.,
fewer facts to be learned by group members)
tended to stabilize more quickly. Further,
those in less homogeneous groups (i.e, where
facts were not equaly didributed) were less
likdy to sabilize, snce they could form en-
during subcultures. One corollary of construc-
tural theory is that the probabilities for two in-
dividuals to interact are not symmetric
(Caley & Krackhardt, 1996).

Network Organizations
as Knowledge Strictures

A complementary view of semantic net-
works as meaning dructures is provided by
Kogut, Shen, and Waker (1993), who argued
that it is interesting to view interorganiza-
tiond networks as dructures of knowledge.
Organizations seek  out  other  organizetions
because they want to establish some form of
relaionship. But to do so, they must firgt find
a leet some of the other organizations that
ae d interested in entering into the rda
tionship with them and choose among the al-




{ernatives. This means they must acquire in-
formanon about the other organization and
comp&€ it with information from other orga-
nizations. Often, in searching for partners, or-
gamzatlons begin close to home or on the ba
gis Of recommendations from others with
whom they are dready linked. Over time, this
searching process builds up aknowledge base
about the skills, competencies, trustworthi-
‘ness, and other capabilities of the organiza-
~tions.

Once organizetions choose partners,  how-
ever they tend to spend less time seeking
other partners. As Kogut et al. (1993) say,
'Because information is determined by previ-
ous relations and in turn influences the subse-
guent propensity to do more relations, the

structure Of the network tends to replicate it-
" sdf over time. The early history of coopera-
~ tion tends to lock in subsequent cooperation”

(p. 70). Further. they observe:

The replication of the network is a statement of
the tendency of learning to decline with time.
The structure of the network is a limiting con-
straint on how much new learning can be
achieved. . . But when viewed from the per-
spective of the evolution of networks, there is a
tendency for old lessons to be retaught. (p. 71)

Powell, Koput, and Smith-Doerr (1996)
argue that learning networks are particularly
important in industries where there is rapid
technological development, knowledge is
complex, and expertise is distributed around
many organizations. Using data collected on
225 firms over four years, they found strong
evidence for increasing levels of interor-
ganizational communication and collabora-
tion in the biotechnology industry, including
increases in ties and network density. In a
study of two new biotechnology firms
(NBFs), Liebeskind, Oliver, Zucker, and
Brewer (1996, p. 428) documented how they
used social networks to “source their most
critical input-scientific knowledge.” They
found that “amost none of the individ-
ual-level exchanges of knowledge through
research collaboration involved organiza-
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tions with which either NBF had a market
agreement” (p. 439). The lack of market-
based contractual arrangements increased
their flexibility to create and dissolve net-
works as well as adapt trategicaly to evolv-
ing research interedts.

Bovasso (1992) used four network mea-
sures of an organization’s structure-density,
range, prominence, and elitism-to examine
the changes that resulted when three high-
technology, knowledge-intensive firms on
three continents were merged by the parent
corporation to create a single networked orga-
nization. In the newly formed networked or-
ganization, Bovasso found support for the
emergence of a structurd convergence, Wwith
geographic divisions and hierarchica levels
having a smaler impact on members involve
ment in the influence of ideas and control of
resources. More specifically, geographical
and hierarchical differences in prominence,
elitism, and density scores between middle
and upper management in the three firms were
reduced.

Cognitive Social  Structures

Several researchers (Corman & Scott,
1994; Krackhardt, 1987) have sought to dis
tinguish people's cognitions of social struc-
tures from their actua, observed communica
tion networks. This line of research was
precipitated by a series of sSudies in the early
1980s questioning the ahility of informants to
accurately report their own communication
network patterns (Bernard, Killworth, &
Sailer, 1980, 1982; Bernard, Killworth, &
Cronenfeld, 1984: Freeman, Romney, & Free
man, 1987). Their results underscored the
problematic nature of collecting self-report
measures of communication network data if
the underlying theory being tested was based
on the assumption that individuals attitudes
and behavior were shaped by their actual
communication networks. However, as Rich
ards (1985) argued, the differences between
self-reported and observed network data are
problematic only if the underlying theoretical
condruct being meassured was actud commu-
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nication behavior (see ds0 Marsden, 1990). In
fact, Richards (1985) notes, many socid and
psychologicd theories are based on individu-
as perceptionsan assertion  well  captured
by W. I. Thomass observation that “percep-
tions are red in ther consequences even if
they do not map one-to-one onto observed be-
haviors’ (Krackhardt, 1987, p. 128; Pattison,
1994). For researchers drawing on such socid
and psychologica theories, a discrepancy be
tween obsaved and sf-reported  measures
would sugget a measurement error in using
data about obsarved communication.

Krackhardt (1987) devdoped the concept
of cognitive socid dructures to characterize
individuals' perceptions of the social net-
works. Cognitive socid  dtructures assume the
datus of socidly shared, structurd “taken-for-
granted facts’ (Barley, 1990, p. 67) by indi-
viduds about the predictable and recurrent in-
teractions among individuds in the network,
even if these cognitions ae a vaiance with
the actuad communication. Krackhardt (1987)
aggregated  individuads  cognitive socid  struc-
tures to edimate a “consensud” cognitive so-
cid dructure, in which a link existed between
two individuals if others in the network per-
ceived this tie irrespective of whether it was
acknowledged by ether of the people in the
dyad. As such, a link in the “consensud” cog-
nitive socid dructure indexed a common ad-
age It is not who you know, but who others
think you know.

Several empirical studies have demon-
srated the explanatory power of the cognitive
socid  dructure  concept.  Krackhardt  (1987)
found that managers in a hightechnology en-
treprenewrid  firm who were deemed as highly
central  (betweenness) in the consensud cog-
nitive socid dructure were dgnificantly more
likely to be able to recongtruct the “actud” ad-
vice network reported by the people involved.
Krackhardt (1990) dso found that the per-
caved influence of organizationd members
was sgnificantly associated with their ability
to accurady edimate the consensud cogni-
tive socid dructure in terms of advice rda
tionships. Krackhardt’'s (1992) research
chronicled how a union's inability to accu-

raely assess the organization's socid strye.
ture led to its falure in organizing employees
Further, Kilduff and Krackhardt (1994) dep,.
ongtrated that individuds reputations in the
Organization were more closely associateq
with their centrdity in the consensua cogni-
tive structure than in the “actua” communica-
tion network based on the sef-reports of the
people involved. Findly, Hedd, Contractor,
Koehly, and Wasserman (1996) found that in-
dividuds of the same gender, in the same de-
patment, and in a supervisor-subordinate re.
laionship were more likdy to share Smilar
cognitive socid  dructures.  Those  individuds
who were linked in acquaintance and commu-
nication networks were dso more likdy to
share smilar cognitive socid dructures.

Extensions 10 cognitive social Structures, The
conceptud  and empiricd  work on  cognitive
socid gdructures has moved the initid debate
about differences between actual and per-
ceived communication from the methodolog:
ical and messurement domain to a subdan
tive exploration of the ways in which actud
and perceived communication enable and
constrain each other. Corman and Scott
(1994) deployed Giddens's (1984) structur-
ation theory to argue that three moddities ex-
plan the recursve reaionships between ob-
servable communication and  cognitive  socid
dructures: reticulation, activation, and enact-
ment. Reticulation denotes the duality in
which perceived communication relation-
ships are produced and reproduced in observ-
able communication behavior. Activation
represents the dudity of activity foci in the
Sructural domain with joint activity in the in-
teraction domain. Enactment reates coding
conventions in the dructurd domain to trig-
gering events in the interaction domain
(Corman, 1997, p. 69). They refer to this per-
spective as the latent network of perceved
communication relationships.

Ressarch on cognitive socid  structures has
teken on additiond currency with the advent
of virtua organizations, supported by infor-
mation and communicetion technologies  In
traditional  organizations, individuds who are




: lC ally co- -Jocated have several opportuni-
o Observe face-to- face interactions, and
zhcreb)’ shape their perceptions and social
mgmthHS (Brewer, 1995) of the organiza-
i 3 zzons social sructures.  The pervasiveness of
N ot S electronic communication media in virtud or-
: ' ganizations makes it increasingly difficult for
individuals to discern social structures. Con-
sequently, Organizationd members have sig-
" aificant problems accurately determining
Who knows who?’ and “Who knows who
“knows Who?' Information technologies ~ that
arerespon51ble for triggering this problem can
also be used to overcome these obstacles. Be-
‘&use information transacted over dectronic
media such as the Web can be stored in digital
" form, a new generation of software called
“ “collaborative filters’ has emerged (Contrac-
tor, 1997; Contractor, (’Keefe, & Jones,
1997; Contractor, Zink, & Chan, 1998; Kautz,
> Selman, & Shah, 1997; Nishida, Takeda,
“lwazume, Maeda, & Takaa, 1998). These fil-
“ters can be used to make visible the organiza-
-tion's virtud socid and knowledge Structures.
‘Collaboretive  filters process individuds in-
‘terests, rdationships, and the dructure and
~‘content of their eectronicaly sored informa-
-tion (such as Web pages). They can assg indi-
viduds in searching the organization's data
"basss to automaticaly answer questions about
the organization's knowledge network, that is,
“Who knows what?” as well as questions
about the organizetion's cognitive knowledge
networks, that is, ‘Who knows who knows
what? within the organization. The use of
these kinds of tools is likely to have a leveing
effect on the organization's cognitive socid
structure, because they can potentidly under-
mine the perceived centraity of those individ-
uds in the organization who are viewed as im-
portant resources about the organization's
socid and knowledge networks.

ot

Cognitive Consistency

Like the semantic networks and cognitive
Socid dructures discussed above,  consgtency
theories focus on members cognitions. How-
ever, in this case the explanatory mechanism
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underscores  individuals  aspirations  for  con-
sgency in their cognitions. When applied to
organizationd communication networks, con-
sistency theories seek to explain the extent to
which a drive for consgtency is manifest in
people’s networks and attitudes. That is,
members  dtitudes are viewed as a function of
the baance in their networks rather than dter-
naive mechanisms such as contagion. Heid-
e’s (1958) bdance theory posted that if two
individuals were friends, they should have
dmilar evduations of an object. This modd
was extended and mathematicdly formulated
by Harary, Norman, and Cartwright (1965),
and laer by Davis and Leinhardt (1972), ad
Holland and Leinhardt (1975), who argued
that the object could be a third person in a
communication network. If the two individu-
as did not consgently evauae the third per-
son, they would experience a date of discom-
fort and would drive to reduce this cognitive
inconsstency by dtering their evauations of
gther the third person or their own friendship.
They extended this line of argument to dl pos-
ghle triads in a network. Reseerchers have ex-
amined the effects of cognitive condstency on
both attitudes and behavior.

The effect of cognitive consistency on atti-
tudes. Condggency theories have played an
important role in darifying an ealier debate
about the reationship between involvement
in communication networks and work  atti-
tudes such as job sisfaction and organiza:
tional commitment. Early studies (e.g.,
Brass, 1981; Eisenberg, Monge, & Miller,
1984; Roberts & O’Reilly, 1979) reported
contradictory and inconsgtent findings about
the extent to which individuals who were
well connected, integrated, or centrd in ther
communication networks were more likey to
be stisfied and committed to ther organiza
tions. Condstency theories suggest that it is
not the centrdity or number of links in indi-
viduds networks but the perceived baance
within the network that influences levd of
satisfaction and commitment. Krackhardt
and Kilduff (1990) found that individuds
job satisfaction scores were predicted by the
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extent to which they agreed with ther friends
on cultura attributions about other members
in the network. Kilduff and Krackhardt
(1993) found that individuals who were
highly centrd in the friendship network were
less stisfied than others who were less cen-
trd; however, those who saw ther friendship
networks in balance (they call it “schema
consigent”) were more likdy to be stisfied
and committed. In a sudy of three organiza-
tions (described earlier in the Semantic Ne-
works section), Contractor, Eisenberg, and
Monge (1996) dso found that the extent to
which employees shared common interpreta
tions of their organization's misson had no
direct bearing on their leve of satisfaction or
organizationd  commitment. However, those
who perceived greater agreement with oth-
es  interpretaions were more likdy to be
satisfied and committed. Barnett and Jang
(1994), while not explicitly invoking conss
tency theories, found tha members of a po-
lice organization who were centrd and con-
nected in their communication networks
were more likdy to perceive ther views of
sdient  organizationd concepts as  being con-
ggtent with those of others. Researchers have
used network concepts of transitivity to
operationalize the effect of balance in the
network.

The effect of cognitive consistency on  behav-
ior. Consgency theories have dso been re
laed to the behavior of organizationd mem-
bers. Krackhardt and Porter (1985) found
that friends of those who voluntarily left an
organization were no longer exposed to ther
former coworkers' unhappiness and were
therefore able to restore their previous per-
ceived balance; as a result they reported
greater levels of satisfaction following the
depature of these friends from the organiza
tion. Brass e d. (1995) agued that the need
for bdance among three people can dso in-
fluence the likedihood of unethicd behavior.
“The addition of the third party with strong
ties to both other actors will act as a mgor
constraint on unethical behavior when the
two ectors are only weekly connected” (p. 7).
Further, they proposed that the likelihood of

unethical behavior 15 least likely g oceyr '
when all three people are connected by
grong ties (i.e. a Simmdian triad; Krack
hardt, 1992).

Extensions to cognitive consistency theories.
The deployment of consstency theories to
explain organizational phenomena is re],
tively recent. Conceptualy and anayticaly, -
it challenges network researchers to mgye
from the dyad to the triad as the smallest unit
of andyds As the examples above indicate,
it has the potentid of resolving many of tha
inconsistent results in network studies that
use the dyad as the primary unit of anayss,

Like the other cognitive theories discussed
in the previous section, consistency theories
have adso been used to address the ongoing
debate about differences between actud and
perceived communication. Freeman (1992)
suggested that condstency theories offer a
systematic explanation for differences be-
tween actud and sdf-report data on commu-
nication. He argued that individuas needs to
perceéve bdance in observed communicaion
networks help explain some of the errors they
make in recalling communication patterns.
Usng experimentd data collected by De Soto
(1960), Freeman found that a large proportion
of the erors in subjects recal of networks
could be attributed to their propensity to “cor-
rect” intransitivity, a network indicator of im-
bdance, in the observed network.

Theories of Homophily

Sevad rexarchers have dtempted to ex-
plan communication networks on the bass of
homophily, that is, the selection of others who
ae dmilar. Brass (1995b) notes that “similar-
ity is thought to ease communication, increase
predictability of behavior, and foster trust and
reciprocity” (p. 51). Homophily has been
studied on the basis of smilaity in age, gen-
der, educetion, predige, socid dlass, tenure,
and occupation (Carley, 199 1; Coleman,
1957; Ibarra, 1993b, 1995; Laumann, 1966;
Marsden, 1988; McPherson & Smith-Lovin,
1987).




Several lines of reasoning support the
homophily hypothesis. These fall into two
general categories: the sitnilarity-attraction
hypothesis (Byrne, 1971) and the theory of
self-categorization (Turner, 1987). The simi-
|arity-attraction hypothesis is exemplified in
the work of Heider (1958), who posited that
homophily  reduces the psychologica — discom-
fort that may arise from cognitive or emo-
tional inconsistency. Similarly, Sherif (1958)
suggested  that individuals were more likely to
select dmilar others because by doing so they
reduce the potentiad areas of conflict in the re-
lationship. The theory of self-categorization
(Turner & Oakes, 1986) suggests that individ-
uals define their social identity through a pro-
cess of sdf-categorization during which they
classify themselves and others using catego-
ries such as age, race, gender. Schachter
(1959) argued that similarity provided indi-
viduds with a basis for legitimizing their own
socid identity. The manner in which individu-
as categorize themselves influences the ex-
tent to which they associate with others who
ae seen as faling into the same category.

A substantial body of organizational de-
mography research is premised on a ho-
mophily mechanism. In addition, severa stud-
ies have focused specifically on gender ho-
mophily. Each aea is reviewed below.

Gerreral Demographic Homophily

The increased workforce diversity in con-
temporary organizations has seen a rise in the
creation of heterogeneous work groups that
complicate individuals desires for homoph-
ily. Severa studies have examined the extent
to which individuals predilection for ho-
mophily structures organizational networks.
Zenger and Lawrence (1989) found that tech-
nical communication among researchersin a
high-technology firm was related to therr age
and tenure distribution. Studies by O'Reilly
and colleagues (Tsui, Egan, & O'Rellly, 1992
Tsui & O'Rellly, 1989; Wagner, Pfeffer, &
O'Reilly, 1684) found that differences in age
among employees hindered communication
and socia integration and resulted in lower
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commitment and greater turnover among em-
ployees.

Basing their arguments on the principle of
homophily, Liedka (1991) studied the age and
education distribution of members recruited
to join voluntary organizations such as youth
groups, farm organizations, and sports clubs.
Using data collected in the 198.5 and 1936
Generd  Socid Survey, he found results a the
aggregate level, suggesting that members of
voluntary organizations were more likely to
persuade others similar to ther age and educa
tion to join the organization. He also found
that when people in the same age groups were
more densely connected, they were more
likely to be represented in voluntary organiza
tions. At the interorganizationa level! Galas-
kiewicz (1979) and Schermerhorn (1977)
found that interorganizational links were
more likely to occur among individuals nho
perceived sSmilarity in religion, age, ethniciry,
and professional  dfiliations.

Gender Homophily

Considerable research has examined the
effect of gender homophily on organizationa
networks. Lincoln and Miller (1979) found
that similarities in sex and race of organiza-
tional employees were significant predictors
of their ties in a friendship network. Brass's
(1985a) research indicated that communica-
tion networks in an organization were largely
clustered by gender.

Severd  dtudies have examined the effects
of gender homophily on friendship. For in-
stance, Leenders (1996) discovered that gen-
der was a more influentia predictor of endur-
ing friendship ties than proximity. In a study
of 36 femde and 45 male senior managers in
two New Y ork state government bureaucra-
cies, Moore (1992) found that “haf of the ad-
vice cliques and nearly that proportion of
cliques in the friendship network contain men
only” (p. 53). Ibarra's (1992) research of an
advertising agency reveded that even though
women reported  task-related, communication,
advice influence ties with men. they were
more likely to select other women in ther so-
cial support and friendship networks. Men, on

s
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the other hand, were more likdy to have in-
strumental as well as noninstrumental ties
with other men. She pointed out that the con-
drants of socdd exchage (e ealir sec-
tion) and the resulting need to be connected
with the organizetion's predominantly mae
power base often force women to forgo ther
propensity for homophily in terms of their in-
strumental  relationships.

Some aspects of culture bear on the pre-
ceding results. For example, contrary to other
findings, research by Crombie and Birley
(1992) showed that the network of contacts
among femde entrepreneurs in  Irdand was
not different from that of men in terms of size,
diversty, densty, and effectiveness. Perhaps
the reason for this result is that the people in
this study were entrepreneurs. However, the
women tended to be younger, owners of
smaller businesses that had been edtablished
for shorter periods of time and less involved
in traditiona exterior activities such as be-
longing to civic organizations Women dadso
tended to rdy on men and women for advice
while men conaulted largedy with other men.
In smilar fashion, Ethington, Johnson, Mar-
shdl, Meyer, and Chang (1996) <udied two
organizations with different gender ratios.
They found tha men and women were equaly
integrated into and prominent in each other's
networks in an organization that had an equd
raio of men and women and an egqua gender
digribution in the power hierarcchy. However,
in an organization that had a 75%-25% fe-
mdeto-mde ratio, the networks were more
segregated and women were more  prominent

Extensions to Theories
of Homophily

Communicetion scholas have  maintained
an enduring interest in the principle of
homophily as a theoreticd mechanism to ex-
plan the emergence of networks. In response
to the ongoing focus on workforce diversty,
they have invoked this mechanism in the study
of gender and rece issues. The principle of

homophily has dso been suggested as a net-
work mechanism that is relevant to research-
es interested in the socid comparison pro-
ceses used by individuds to make assess
ments, for instance, about their perceptions qf
equity in the workplace. According to equity
theory (Adams, 1965), individuds motiva
tions are a direct function of the extent g
which ther input (i.e, efforts) to output (i.e,
rewards) ratios are commensurate with those
of “rdevant” others. Socid compaison the
ory (Fedtinger, 1954) suggests that these rele-
vant others are sdected on the basis of being
smilar, or homophilous, in sdient respects.
Likewise, socid identity theory (Turner &
Oakes, 1989) proposes that these relevant oth-
as ae those who are seen as sharing the same
“socid identity” as the focd person. Krack-
hardt and Brass (1994) suggest that the sdec-
tion of reevant others is constrained and en-
aled by the networks in which individuds
ae embedded. Individuds could sdect as rd-
evant others those with whom they have close
communicetion ties (i.e, a coheson mecha
nism) or with others who they see as having
dmila roles (i.e, a dructurdly equivaent
mechanism).

Severd scholas have urged that Smilarity
of persondity characterisics be used to ex-
plain involvement in communication net-
works (Brass, 1995b; Tos, 1992). McPhee
and Corman (1995) adopted a smilar per-
spective in an article that drew on Feld's
(1981) focus theory to argue that interaction is
more likdy to occur among individuds who
share smilar fod, incuding being involved in
the same activities. They found limited sup-
port for their hypotheses in a study of church
members, suggesting the need for further re
search.

Theories of Physical and
Electronic ~ Proximity

A number of ressarchers have sought to ex-
plan communication networks on the basis of
physica or dectronic propinquity (Corman,
1990; Johnson, 1992; Rice, 1993a). Proximity




facilitates the likelihood of com_mt_mication t_>y
‘,g,c;easing the probability thet individuds will
meet and interact (Festinger, Schachter, &
Back; 1950; Korzenny & Bauer, 1981;
Monge, Rothman, Eisenberg, Miller, &
Kirste, 1985). If these interactions were to oc-
cur, they would dlow individuas the opportu-
mty to explore the extent to which they have
commOﬂ interests and shared beliefs (Ho-
mans, 1950). Early research in  organizationa
i setﬁngs indicated that the frequency of
> face-to-face dyadic communication drops pre-
cipitously after the first 75-100 feet (Allen,
1970; Conrath, 1973). Zahn’s (1991) more re-
cent research aso demonsgtrated that increased
 physcad didance between offices, chan of
command, and daus led to decreased proba
bility of communication. Likewise, Van den
Bulte and Moenaert (1997) found that com-
: munication among R&D teams was enhanced
after they were co-locaed. Therefore, individ-
" uas who are not proximate are deprived of the
opportunity to explore these common inter-
eds and are hence less likdy to initiate com-
“munication links. As such, physcad or dec
tronic proximity is a necessary but not suf-
fident condition for enabling network links.
Dramdtic evidence of the influence of phys-
cd proximity involves the physicd didoca
tion of 817 employees of the Olivetti factory
in Naples following the 1983-1984 earth-
quakes. Bland & d. (1997) report that em-
ployees who were permanently relocated
rather than evacuaed only temporaily re-
ported the highest didtress levds due to the
disruption in their social networks. Rice
(1993b) notes that physicdl proximity may
dso fadlitate contagion (see section  above)
by exposng spaidly colocated individuds
to the same ambient simuli. Rice and Aydin
(1991) found modest evidence of the role
played by physica proximity on employees
atitudes toward a new information system. At
the interorganizational level, Palmer et al.
(1986) found that interlock ties were more
likdy to be recondituted if departing mem-
bers represented  organizations whose  head-
quarters were physicaly proximate to that of
focd  organizations.
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The effects of new communication tech-
nologies on the cregion and modificaion of
socid networks are well  documented  (Barnett
& Sdishury, in press Rice, 1994a Wellman
et a., 1996). Less intuitive, but just as evident,
ae the effects of new technologies in preserv-
ing old communication dtructures. In a study
of three sectors of the UK publishing industry
(the book trade, magazine and newspaper
trade, and the newsprint suppliers), Spinardi,
Graham, and Williams (1996) found that the
introduction of electronic data interchange
consolidated and  further embedded exiding
interorganizational  relationships, thereby pre-
venting busness process reenginesring.

Extensions to Theories
of Proximity

The proliferation of information technolo-
gies in the workplace cgpable of transcending
geographica  obstacles has renewed interest in
the effects of physcd and dectronic proxim-
ity and ther interaction on communication
patterns (Kraut, Egido, & Galegher, 1990;
Steinfield & Fulk, 1990). Fulk and Boyd
(199 1) underscored the potentiad of network
andyss “to test the gtuationd moderating ef-
fect of geographic disance on media choice’
(p. 433). Corman (1996) suggested that cellu-
lar automata modes are paticularly appropri-
ate for studying the effects of physica prox-
imity on communication networks. Cdlular
automata models can be used to study the col-
lective and dynamic effects of proximity on
the overdl communication network when in
dividuds in the network apply theoreticaly

derived rules dbout credting, mantaining, or
dissolving links with their “local.” that is
proximate, network neighbors.

Uncertainty Reduction and
Contingency Theories

Uncertainty about individud and organiza-
tiond environments has played an important
role in explaning organizationd processes.
Two theories have incorporated communica-




480 4 Structure

tion network concepts to explan how people
reduce this uncertainty. Uncertainty reduction
theory (URT) and contingency theory ae re-
viewed in this section.

Uncertainty Reduction Theory

URT (Berger, 1987; Berger & Bradac,
1982) suggests tha people communicate to
reduce uncertainty thereby making their envi-
ronments more predictable (Weick, 1979).
Researchers have examined how  communicar
tion networks hep manage and reduce the or-
ganization's uncertainty (Leblebici & Salan-
ck, 1981; Miller & Monge 1985). However,
as Albrecht and Hal (1991) note, “innovetion,
and especidly talk about innovaion, is inher-
ently an uncertainty-producing process’  (p.
537). As a reault, Albrecht and Ropp (1984)
found tha communication about innovetion is
mog likdy to occur among individuds who
have strong multiplex ties (i.e, both work and
socid ties) that guarantee them a leved of rda
tiond cetanty and thereby grester perceived
control in a potentidly uncertain Stuation.
Albrecht and Hal (1991) found evidence that
the need to reduce uncertainty dso explained
the creation of dominant dites and coditions
in innovation networks. Burkhardt and Brass
(1990) chronicled the changes in the commu-
nication network following the introduction of
a new technology. They found that the uncer-
tainty resulting from the introduction of the
technology motivated employees to seek out
new contacts and hence change their commu-
nication networks. Kramer (1996) found that
the employees who had experienced job trans
fers were more likdy to have postive atti-
tudes about the adjusment if their recongti-
tuted network offered the quality of com-
munication that reduced their uncertainty.

At the interorganizational level, Gran-
ovetter (1985) argued that organizationd de
cigon mekers use socid networks to reduce
uncertainty  associated with market ex-
changes, thereby reducing their transaction
costs (see ealier discussion). Picot  (1993)
suggested that network organizations were su-

perior to markets and hierarchies when task
uncertainty was high and task specificity weas
low. In a sudy of relationships between firmg
and their investment banks, Baker (1987) e
ported that the firms financid officers oftep
drew on ther informd networks to reduce yp-
certainty surrounding the creation of a market
tie. The reduction of uncertainty due to strong
ties was aso useful to explain the reduction of
interorganizetional  conflict. Usng data from
intergroup networks in 20 organizations, Nel-
son (1989) found that organizations with
srong ties between their groups were less
likdy to report high levels of conflict than
those organizations that had groups that were
connected by week ties.

Contingency Theory

In the early 1960s, organizationd scholars
began to focus ther atention on the environ-
ment and ways to reduce the uncertainty it
crested. Emey and Trig (1960) developed
sociotechnical  systems theory in which they
agued that the nature of an organization's en-
vironment  sgnificantly influences its  struc-
ture and operaions (Emery & Trist, 1965). A
contingency theory egpproach to forma orge
nizationa sructures is based on the premise
that an organization should structure itself in a
manner tha maximizes its ability to reduce
the uncetainty in its environment. For exam-
ple, Burns and Staker (1961) contrasted “or-
ganic’ with bureaucratic organizations, which
they labded “mechanidic” The defining fear
ture of organic organizetions wes that their
dructures were internaly adaptable to chang-
ing features of the environment while mecha
nisic organizations were not. Lawrence and
Lorsch's (1967) contingency theory formal-
ized this view and argued that dl internd rda
tions and dructures were contingent on exter-
nd conditions. Gabrath (1977) agued that
organizations needed to develop slack re-
sources and flexible, internd laterd  commu-
nication networks to cope with environmenta
uncertainty. Thus, the theoreticd mechanism
in contingency theory that accounted for the




formation, maintenance, and eventud dissolu-
in of communication networks was the leve
of yncertainty 1n the organization’'s environ-
ment. Stable environments led organizations
. 1o Create long-standing, entrenched networks,
while turbulent environments led organiza
tions to create flexible, changing networks.

In an empirical study of Burns and
Stalker's digtinction  between mechanistic  and
organic organizations, Tichy and Fombrun
- (1979) found that the differences between the
forma and informal communication networks
~ were more pronounced in mechanistic ~ organi-
zations than they were in organic organiza-
~ tions. Bamney's (1985) inductive blockmodel-
" ing, clustering, and scding techniques  identi-
fied the dimensions of informal communica-
tion structure in interaction data collected by
Coleman (1961) from the entire student popu
lation of ten Midwestern high schools. One
~ dimension identified was “andlogous to Burns
and Stalker's (1961) organic-mechanigic  di-
menson of forma structure” (Barney, 1985,
p. 35), which proved to be consistent with
contingency theory’s proposed relationship
between environmental diversity and formal
organizational  structure  (Miles, 1980).

Shrader, Lincoln, and Hoffman (1989)
tested Bums and Stalker’s argument that or-
ganic forms of organizationa structure would
result in informal organizational communica
tion networks that were denser, more highly
connected, and more multiplex than those
found in mechanistic organizations. They
found that organic “smaler organizations
made up of educated staff applying nonrou-
tine technologies have denser, more cohesive,
and less-segmented networks consisting
largely of symmetric or reciprocated ties' (p.
63). By contrast, verticaly and horizontally
differentiated, as well as formalized, mecha-
nistic organizations were less densely con-
nected, more segmented, and less likely to
have symmetric and reciprocated communica
tion ties.

Contingency theory’s proposed relation-
ship between technology and the organiza-
tion's structure was examined in a study by
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Brass (1985b). Using network techniques to
measure pooled, sequentid, and reciproca in-
terdependencies in an organization's work-
flow, Brass (1985b) found that the relation-
ship between interpersonal  communication
and performance was contingent on the extent
of horizontal differentiation in the organiza
tion’s structure and the coordination require-
ments of the task.

Extensions to Uncertainty
Reduction and Contingency
Theories

The review above suggests tha the deploy-
ment of uncertainty reduction theory was
more prevalent in the 1980s and has been on
the decline lately. This decline corresponds,
not coincidentally, with the increasing critique
of the scope and operationdization of the “un-
certainty” concept (Huber & Daft, 1987). Fu-
ture network research from an uncertainty re-
duction perspective should respond to calls
for a conceptual delineation between uncer-
tainty reduction and equivocality reduction
(Weick, 1979). The relative efficacy of net-
works to help reduce uncertainty and
equivocdlity is a potentialy useful but as yet
untapped area of inquiry. Further, past net-
work research based on uncertainty reduction
theory has not distinguished between uncer-
tainty reduction and uncertainty avoidance
(March & Weissinger-Baylon, 1956). The use
of communication networks to reduce uncer-
tainty implies the presence or creation of
links, while the avoidance of uncertainty may
imply the absence or dissolution of links.

Although the research literature testing the
validity of the contingency mechanism is
sparse, it tends to support the importance of
internal adaptability to external congtraints. In
fact, most theorists today accept the contin-
gency thesis without significant empirical
support  because the enormous increase in the
rates of environmental change in the contem-
porary world makes it seem intuitively obvi-
ous. No subsequent theory has argued againgt
the contingency mechanism, and Galbraith’s
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(1977) extensve andyds of the deveopment
of dack resources and deployment of laterd
communication linkeges remains the dearest
datement of how to develop communication
networks to cope with rapidly changing envi-
ronmental  uncertainty.

Social Support Theories

Interest in social support networks can
be traced back to Durkheim’'s (1897/1977)
groundbresking work on the impact of <oli-
daity and socid integration on menta hedth.
A socia support explanation focuses on the
ways in which communication networks hep
organizetiona membears to cope with dress.
Wellman (1992) and others have adopted this
framework in their study of sociad support net-
works. Ther research is largdy based on the
premise that socid networks play a “buffer-
ing’” role in the effects of dress on menta
well-being (Bekmen & Syme 1979, Hdl &
Wellman, 1985).

Two gened mechanians exis by which
socid networks buffer the effects of dress.
Firg, an individuad in a dense socid support
network is offered increased socid support in
the form of resources and socidbility. Lin and
Ensel’s (1989) research produced evidence
that strong ties in the support network pro-
vided socid resources that helped buffer both
social and psychological stress. Second,
Kadushin  (1983) agued that socid support
can dso be provided by less dense socid cir-
des Socid cdrdes (Smmd, 1955) ae nd-
works in which membership is based on com-
mon characterigtics or interests. Membership
in a socid circle can help provide socid sup-
port “by (1) conveying immunity through
leading the members to a better understanding
of their problems, (2) being a resource for
help, or (3) mobilizing resources’ (Kadushin,
1983, p. 191).

A subgantid amount of research exigts on
the role of networks in providing socid sup-
port in varying organizationd contexts, such
a families communitiess, and neighborhoods
(for reviews, see O’Reilly, 1988: Walker,

Wassarmen, & Wellman, 1994). In a classic :
longitudind study of residents in a northern
Cdifornia county, Berkman and Syme (197%?.
found that respondents “who lacked soci
and community ties were more likdy to die in
the follow-up period than those with more gy
tendve contacts’ (p. 186). Berkman (1985)
found that individuas with fewer socid sup-
port contacts via marriage, friends, reatives,
church memberships. and asociations had a
higher mortdity rae.

Researchers (Barrera & Ainlay, 1983,
Cutrona & Russell, 1990; Wellman &
Wortley, 1989, 1990) have identified four di-
mensons of socid support, including emo-
tiond ad, materid ad (goods, money, and
savices), information, and  companionship.
Considerable empirical evidence demon-
strates that individuds cannot rdy on a single
network link, except to their parents or chil-
dren, to provide dl four dimensons of socid
support. Studies by Wellman and Wortley
(1989, 1990) of a community in southern On-
tario, Canada, found that individuds gpecific
network ties provided either emotiona ad or
material aid, but not both. Additionaly, stud-
ies have found that women are more likdy to
offer emotiond ad than men (Campbdl &
Lee, 1990).

Remarkably few srudies have examined
networks of socid support in organizationa
contexts even though severd scholars have
underscored the need for research in this area
(Bass & Stein, 1997). For example, Langford,
Bowsher, Maoney, and Lillis (1997) propose
the examinaion of networks to sudy socid
support in nursing environments such as hos-
pitds and nursng homes. A comparison of six
hospital units by Albrecht and Ropp (1982)
found that the volume and tone of interaction
in the medicd surgicd unit's communication
network improved their ability to cope with
chronic pressures and dress. In one of the few
dudies of socid support networks in organi-
zations, Cummings (1997) found that individ-
uals who reported receiving greater social
support from their network were more likely
to generate radicd (i.e. “framebregking’) in-
novation.




'urlbeﬁ (1991) used ego-centric  network
dalﬁ for a sample of respondents from the
51985 Generd Socid Survey (the first nationd

ple contairiing network dag) to examine
fihe effect Of kin and coworker networks on
sthSS: as Meesured by individuds job satis-
faction. She argued that individuals networks
may (a) provide resources to decrease the

- jevel of stress created by job conditions, or(b)
p rovide support thereby helping the individua
cope with job gress. She found that member-
ship in @ coworker socid cirde was positively
‘associated with job satisfaction, even after
controlling for other socid and demographic
variables. The effect on job saisfaction was
even higher if the coworkers were highly edu-
cated, suggestirf, that they were able to offer
" additiona instrumental  resources.  However,
- Hurlbert (1991) dso found that for individuals

- who were in blue-collar jobs or those with low
* security, “kin-centered networks may  exacer-
- bate, rather than amdiorate, negative job con-
ditions’ (p. 426). Consstent with this latter
~ finding, Ray (1991) and Ray and Miller
. (1990) found that individuals who were
~ highly involved in networks offering socid
support to friends and coworkers were more
likdy to report high levels of emotiond ex-
haugtion. The negative effects of the network
on individuas were aso reported in a longitu-
dinal study of relatively well-functioning
oder men and women. Seeman, Bruce and
McAvay (1996) found that men who had
larger instrumental  support networks  were
more likely to report the onsat of activities of
dally living disability. They speculated tha
these results may reflect “the consequences of
grester reliance on others, a behavior paitern
which may, over time, erode the recipient's
confidence in their [sic] ability to do things in-
dependently” (pp. S197-S198).

At the interorganizationd levd, Eisenberg
and Suanson (1996) noted that Connecticut's
Hedthy Stat program served an important so-
cial support role for pregnant women by serv-
ing as referral to hospitals and agencies.
Zinger, Blanco, Znnibbi, and Mount (1996)
reported that Canadian smal businesses relied
more heavily on an informa support network
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than government programs. Paterniti, Chel-
lini, Secchetti, and Togndli (1996) described
how an Itdian rehabilitation center for schizo-

phrenic patients successfully crested network
links with other organizations to reflect “the
socid network that surrounds the patient and
from which he [sic] has come’ (p. 86).

Extensions to Social
Support  Theories

The amount of research on socid support
networks has increased subgtantidly in  the
past few years. Some of these changes are per-
haps motivated by changes in the organiza
tional landscape, such as the increase in
outsourcing, telecommuting, job retraining
for displaced workers (Davies, 1996), and
sndl business dart-ups (Zinger et d., 1996).
All of these activities often serve to isolate the
individud worker from the inditutiona sup-
port sructures of traditional  organizations.
Hence, there is grester sdience today for im-
proving our understanding of the role of socid
support mechanisms in the emergence of net-
works.

Ealy research on the role of networks in
providing social support focused on sructura
characterigtics of the networks, such as tie
srength, frequency, reciprocity of the links,
the size, and the densty of the networks.
Waker et d. (1994) noted that recent network
ressarch has @bandoned the notion of socia
support as a unitary construct as well as the
assumption that the presence of a tie can be
equated with the provison of socid support.
Instead, they modd socia support as “a com-
plex flow of resources among a wide range of
actors rather than as just a transaction between
two individuds’ (p. 54). Indeed, in a study of
low-income, immigrant women Vega, Kolody,
Valle, and Weir (1991) found that the
women's overal frequency of interaction with
friends and family was not corrdaed with
levels of depresson. However, the qudity of
social support, measured as the frequency of
specific socia support messages, was the best
predictor of low depresson scores among the
women.
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Theories of Network Evolution:
Emergent Versus Emergence

In a specid issue of the Journal of Mathe-
matical Sociology, “The Evolution of Ne-
works” Stokman and Dordan (1996) exam-
ined the didinction between the terms net-
work dynamics and nenyvork evolution. They
agued that the sudy of network dynamics
provides a quantitative or qualitative tempora
characterization of change, dability, sSmulta
neity, sequentidity, synchronicity, cydlicdity,
or randomness in the phenomena being ob-
saved (Monge & Kaman, 1996). The focus
is on providing sophigticated descriptions of
the manifest change in networks. In contragt,
Sokman and Dordan define the sudy of net-
work evolution to contan an important addi-
tiond god: an explicit, theoreticdly derived
undersanding of the mechanisms that deter-
mine the temporad changes in the phenomena
being observed. While most of the longitudi-
nd network dudies reviewed in this chapter
contain theoretical mechanisms to explain
changes over time, many of them could be
more explicit about this connection and move
more in the direction of fully developed theo-
ries of network evolution.

In an ealy example, Fombrun (1986) theo-
rized about evolution in terms of infrastruc-
tures, sociostructures, and superstructures that
interacted dynamically with esch other across
organizational, population, and community
levels. He identified two dynamicdly oppos
ing forces that led both to conflict and to even-
tud resolution: processes of convergence and
processes of contradiction. In a more recent
example, Sdanck (1995) critiqued the intd-
lectua contributions of Burt's (1992) struc-
turd theory of holes. He noted that it was im-
portant to acknowledge Burt's finding that a
person occupying a dructurd hole will gan
politicd advantage, but he aso asserted thet
“a more tdling andyss might explan why
the hole exigts or why it was not filled before’
(Sdancik, 1995, p. 349). Sdanck chdlenged
network researchers to invest efforts in creat-
ing a more specific network theory. Such a
theory does not take a network as given. In-

stead, it seeks to uncover the mechanisms i,
create network evolution.

Two of the more comprehensive reviews ¢
network sudies have cdled for greater aten-
tion to the evolution of networks (Brass,
1995b; Monge & Eisenberg, 1987). While
both were organized around antecedents and
outcomes of networks, they acknowledged
that such didinctions ae often nonexistent
and potentidly mideading. Monge and Ejsep.
berg (1987, p. 3 10) offered a hypothetica  sce-
nario to illustrate the ongoing evolution of a
network, a concept they term reorganizing.
Brass (1995b) underscored the importance of
aticulating the dynamic nature of the rela-
tionships between networks, their anteced-
ents, and outcomes.

Four lines of ressarch emphesize the im-
portance of this perspective. The fird articu-
lated a recursive model of communication
networks and media (Contractor & Eisenberg,
1990). Drawing on structuration theory
(Giddens, 1983) and the theory of dsructurd
action (Burt, 1982), they proposed that while
networks influence individuals' adoptions,
perceptions, and use of new media this use
has the potentid for dtering the very net-
works that precipitated their use in the first
place. In some indances, this dtered network
has the potentid of subverting individuds
continued use of the media Hence the co-
evolution of communication networks and the
activities they shape are inextricably linked
and must be examined as a dudity.

Similarly, Barley (1990) and Haines
(1988) have argued for the use of network an-
alytic techniques to articulate and extend
structuration theory. Barley (1990) used net-
work anaytic tools to describe the Stuated
ways in which rdaivey smdl role differ-
ences in initial conditions reverberated
through seemingly sSmilar socid systems, re-
ulting over time in widdy different socid
dructures. Barley (1990) rgected contingency
theories because they offer daic predictions
of a mach between technologies and socid
structures. Instead, he agued for usng net-
works as a way of meking explicit the theory
of negotiated order (Fine & Kleinman, 1983).




: Accarding 10 this theory, structures are
' '-products of a hlsto.ry of interactions an§
are subsequently perceived as fact by organi-
ational members. However, he notes that the-

es such 8 structuration™ OF ~Tegotided order:
Tovide few analytic tools for explicating the
inks between the introduction of a technol-
gy, the interaction order, and the organiza-
tion’s structure. He offers network analytic
ools as one way of explicating these links.
arley (1990) chronicled how the material at-

- tributes of a CT scanner recently adopted in

“two radiology departments affected the

“nonrelational elements of employees’ work
roles, including ther skills and tasks this, in
‘furn, affected their immediate communication
elationships and precipitated more wide-
.spread thanges in the department’s socid net-

-work. Significantly, his andyss explains why

‘the technology wes appropriated differently in

‘the two radiology depatments. Barley’'s em-
piricd work exemplifies several symbolic

“interactionists who argue for the importance

. of underglanding the emergence of socid or-
- der as a process of socid condtruction (Berger

© &Luckmenn, 1966, Giddens 1976, 1984).

From Barley's (1990) sandpoint, network
techniques offer an opportunity to illustrate
the ideographic and idiosyncratic nature of or-
ganizationd phenomena. The ideographic as
sumption  reflects an  ontologica  viewpoint
that rgects the nomothetic god of seeking
generdizeble regulaities in  explaning orga
nizationa phenomena. Instead, the god of the
researcher with an ideographic viewpoint is to
undergand the processes that unfold in the
paticular organization being dudied. Zack
and McKenney (199%) offer a more recent ex-
ample of work in this tradition. They exam-
ined the appropriation of the same group-
authoring and -messging computer  system
by the managing editorial groups of two
morning newspapers owned by the same pa-
ent corporation. Drawing on Poole and De-

Sanctis® (1990) theory of adaptive structur-

ation, they discovered that the two groups ap-

propriation of the technology, as indexed by
their communication networks, differed in ac-
cordance with the different contexts a the two
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locations. Further, they found evidence that
the groups performance outcomes for smilar
tasks were mediated by these interaction pat-
terns.

A second line of research embraces the
centra precept of focusing attention on evolu-
tion of networks, but seeks nomothetic, that is,
lavful and generdizable, underlying theoreti-
cd mechanisms to explan the appearance of
seemingly  ideographic, nongeneralizable,
surface phenomena (Stokman & Doreian,
1996). These authors argue for the develop-
ment of computationl modes that incorpo-
rale network mechanisms that both influence
and are influenced by people in the socid net-
work. This line of research extends recent
work in object-oriented modding, cdlular ax
tomata (CA), and neurd networks to capture
the ongoing, recursve, and nonlinear mecha
nisms by which organizational networks
evolve over time (Abrahamson & Rosenkopf,
1997; Banks & Caley, 1996; Corman, 1996;
McKelvey, 1997; Stokman & Zeggelink,
1996; Woelfel, 1993). Banks and Carley
(1996) compared three mahematicd modds
of network evolution based on socid comperi-
son theory (Heider, 1958), exchenge theory
(Blau, 1964), and congructurdism (Carley,
1990, 1991). They noted that the pattern of
network evolution associated with the three
models were not always distinct, thereby
making it difficult to empiricdly vaidate one
model over the other. They offer dHatidtica
tests that, a the very least, adlow for the fas-
fication of a particular modd.

Corman (1996) suggested that multidimen-
sond CA modds offer indghts into the upap-
ticipated consequences of collective  commu-
nication behavior. His computer smulaions
of a smplified CA modd based, in part, on
Giddens's dructuration theory, suggested that
integrationist  drategies by individuds were,
unintentionally and perversdy, most responsi-
ble for segregation in communication  struc-
tures.

Zeggelink, Stokman, and Van de Bunt
(1996) modeled the likeihood of various con-
figuraions of friendship networks that may
emerge among an initid st of mutud strang-
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es Ther dochasic modd deployed network
mechaniams of sdection and contegion to ex-
plan the creation, mantenance, and disolu-
tion of friendship ties among the individuas.
The complex specifications of such modes
make it imposshle to mentdly construe the
long-term dynamics implied by the modds.
Further, given the nonlinearities implied by
the mechanisms, these modes are often ana
Iyticdly intractable. Hence, researchers use
computer simulations to help assess the
long-term evolutionary implications of the
proposed network mechanisms. For ingtance,
Stokman and Zeggelink (1996) developed
smulations and then empiricdly tested the
network configuration of policy makers
chaged with detemining the fae of a large
faming cooperaive in the Nehelands. This
rescsarch (see dso Robinson, 1996) is based
on the assumption that ideographic differ-
ences in the dynamics of friendship networks
can be adequatdy explaned and stochastic-
dly predicted by nomothetic underlying net-
work  mechanisms.

The use of computer smulations to study
the evolution of networks requires consder-
ale progranming knowledge by researchers
To make these efforts more accessble to a
larger community of researchers, Hyatt,
Contrector, and Jones (1997) have developed
an object-oriented simulation environment,
called Blanche (available online at http://
www.tec.spcomm.uiuc.edu/blanche.htmt).
Blanche provides an essy usar-interfece to
support the specification of mathematical
models, execution sSmulaions, and the dy-
namic anaysis of the network evolution.

A third line of ressarch examines the evo-
Iution of organizationd networks as a func-
tion of the stage in an organizaion's life cy-
de Monge and Eisnberg (1987) suggested
that a early Stages organizations are likely to
have dructures that are less stable and formdl.
Building on this suggestion, Brass (1995b)
noted that sructuration theory would suggest
that these patterns would become more sable
and formdized as organizations mature.

A fourth line of research focuses on the
emagence of nework orgenizations, such as

srategic dliances, partnerships, and research
consortia, in lieu of discrete market transac.
tions or internd hierarcchicd  arangements.
Ring and Van de Ven (1992, 1994) focused at-
tention on the developmentd processes of
interorganizationd rdaions  emergence, evo-
lution, and dissolution. They proposed, as a
framework for this process, “repetitive s
quences of negotidion, commitment, and exe-
cutions stages, each of which is assessed |p
terms of efficiency and equity” (p. 97). Draw-
ing on much of the same literature, Larson and
Sar (1993) proposed a modd to explain the
emeagence of entrepreneurid  organizations.
Findly, Topper and Caley (1997) described
the evolution of a multiorganization network
organization in a hyperturbulent environment:
the integrated criss management unit network
that responded to the Exxon Valde: disadter.

The four streams of research reviewed in
this section share an intdlectua commitment
to a beter understanding of the dStuationa
evolution of organizationd networks. Future
research that combines this commitment to
Stuated evolution with the theoreticd mecha
nisms reviewed in this chapter has the poten-
tid to dgnificantly extend our knowledge of
organizationd  communication  networks  and
the explanatory power of our modds and the-
ories.

CONCLUSION

This chapter has focused on emergence Of
communication networks-their creation,
maintenance, and dissolution-within and
among organizations. Ten mgor families of
theories were reviewed to explore the theo-
reticd mechanians that have been used by
network scholars to examine these evolution.
ary processes in  organizationd  communicer

tion networks. Six conclusions seem war-
ranted from this review.

Firgt, the literature reviewed in this chapter
focusess much more on the cregtion of net-
works than ther maintenance or dissolution.
This imbalance reflects a sarious shortcoming




current theoretical perspectives and empiri-
research. Theories that describe conditions
¢ ynder which the likdihood of credting net-
" Work links is lower rather than higher must be
" examined more carefully to see if these condi-
tions dso predict the dissolution of network
links. The Sesbright e d. (1992) research, re-
viewed ealier, offers a notdble example of
such an attempt. Their study found evidence
- that reductions in the resource fit between or-
' ganizations would lead to pressures to dis
" solve interorganizational network  links.
Second, condderable additiond work is re-
quired to reduce or diminae the extensve re-
dundancy that exists among the different theo-
retical perspectives. For example, as dis-
cused ealier, the theoreticd mechaniams in
exchange theory and socid support theory
share a great ded in common with each other.
Likewise, homophily, which is defined as
smilarity of individud characterigtics, can be
viewed as conceptually overlapping with
proximity, which can be viewed as dmilarity
of location. Other examples abound in this re-
view. Some of this redundancy stems from
conceptual  vagueness, as was mentioned ear-
lier with the notion of uncertainty. Other as
pects of redundancy are attributable to the fact
that the theories were developed in different
contexts, as is the case for network organiza
tional forms, which clearly use exchange
mechanisms though they emerged out of in
tereds in economic markets and transaction
costs. Still another source of overlap is that
different theories were developed in different
disciplinary  traditions, including communica-
tion, economics, political science, social
work, and sociology, to name but a sample.
The third conclusion is tha the time may
have come to explore a mote edectic, multi-
theoretical approach to network theory in
which several theories are used simulta-
neously to predict communication network
behavior and outcomes While dimination of
conceptua  and  theoretical  redundancy will  be
beneficid, it seems unlikdy to produce a gen-
ed, integrated theory (and there are those
who argue in principle that such a feat is im-
possble). None of the theories reviewed in
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this chapter, by themsdves, seem sufficiently
powerful to explain large portions of the vari-
ance in network emergence. Nor do they indi-
vidudly seem capable of predicting the emer-
gence, maintenance, and disolution of com-
munication networks with anything near a
reasondble levd of precison. Consequently,
an integrative, multitheoreticd  dternative ap-
pears worth exploring. A multitheoretical ap-
proach would use different theories to account
for different aspects of network phenomena or
to account for the same aspects at different
points in the evolutionary process. There is
some precedence for this drategy in the public
goods literature, which examines one s of
mechanisms for the cregtion of public goods
but an dternative st for ther maintenance
(Monge et d., 1998).

A fourth conclusion is that it is important
to focus atention on uniquely network forms
of communication network theory. This re-
view has highlighted the fact that most theo-
reicdl  explanations for communication net-
works, though not dl, stem from nonnetwork
theories gpplied to network phenomena More
theoreticd effort is required like the work that
helped to develop network exchange theories,
gructurd holes theory, and network evolution
theories. Wassarman and  Pattison (1996) have
recently made important contributions in this
direction with the development of “p*" mod-
ds which explore how the various endoge-
nous characterigics of a matrix of network re-
ldions, together with other exogenous explan-
atory variables, shape the outcomes of the net-
work.

Fifth, much work needs to be done to de-
velop network theories that bridge the expan-
sve andytic levels covered by network andy-
sis. In one sense, the fact that networks span
such diverse phenomena and operate on 0
many levels underscores ther importance in
everyday life On the other hand, these expan-
sve and multilevd qudities meke theoretica
integration a very chdlenging task. Theories
that range from internal cognitive socia struc-
tures to globd network organizetions meke
formideble intelectud legps tha need careful
examination and theoretical development.
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Finding commondities as wel as digunctures
across levels will be an important part of
building a more integrated theory of commu-
nicaion  networks.

Finally, as the literature reviewed here
demondrates, the study of emergence in com-
munication networks continues to be over-
whelmingly influenced by dructurd perspec-
tives. Of the three network traditions
employed throughout this chapter, the pos-
tional and relational traditions continue to
dominate, while the cultural tradition has
struggled to bridge the gep between dructure
and the content of communication networks.
The theoreticd mechanisms used in  network
research invest grester currency in the struc-
turd reationships among people than on the
types of network linkages (eg., maerid vs
symbolic, product vs. knowledge see the ear-
lir discusson in this chapter) or the content
of the messages within these networks.
Wellman (1988) notes that the genesis for this
bias goes back to Georg Smmd’s influence
on the pioneers of network research (e.g.,
Smme, 1955). In fact, Wellman (1988) char-
acterizes the early work of an influentid mi-
nority of formdists (eg., Faaro, 1973; Hoal-
land & Leinhardt, 1979; Lorrain & White,
1971) by asserting that in “concentrating on
the form of network patterns rather than their
content. . they have shared a Simmdian sen+
shility that smilar patterns of ties may have
similar behavioral consequences no matter
what the subgantive context” (p. 25). Even
the network studies based on the culturd tra-
dition (eg., semantic networks) are largdy fo-
cused on dructurd explanations for the emer-
gence of these networks, despite the fact that
they are based on network linkages represent-
ing common interpretations. They seek to ex-
plan varation in the dructure of the semantic
networks rather than verigtion in the content
(eg, types of linkeges or messages) within
these networks. Missing from the network lit-
gature is any systematic theoretica or empiri-
cd wok amed a examining the rdationship
between the dructure of networks and the
content of messages, symbols, and interpreta-

tions that produce and reproduce them,
Consequently, we know very little about the
manner in which different network configura.
tions (eg., centrdized networks, dense net-
works) are likely to fecilitate the cregtion ¢
certain types of messages (eg., Supportive,
criticd). Conversdy, little is known aboyut
how the production and reproduction of cer-
tain types of messages or symbols are likely t,
influence the dructurd emergence of commu-
nication networks.

The fiedd of organizationd network anay-
§s has grown exponentidly since the origind
chapter on emergent communication net-
works was published in the Handbook of Or-
ganizational Communication more than a de-
cade ago (Monge & Eisenberg, 1987). The
diversty of scholars from various intdlectua
backgrounds who are currently developing
theories of communication and other net-
works in organizetions is truly impressve, as
is the high qudity of their work. Even more
important, as this review has demondrated, is
the deveopment and application of theories
and theoreticd mechanisms in what once was
a very aheoretica fidd. There is, of course, a
grest ded remaning to be done But contin-
ued work in these theoretical aress, with spe-
cid dtention to network evolution, promises
to make the years ahead a very exciting time
for organizational communication network
scholars.
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